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Abstract

Firm-level default models are important for bottom-up modeling of the default risk of corporate debt portfolios. However, models in the literature typically have several strict assumptions which may yield biased results, notably a linear effect of covariates on the log-hazard scale, no interactions, and the assumption of a single additive latent factor on the log-hazard scale. Using a sample of US corporate firms, we provide evidence that these assumptions are too strict and matter in practice and, most importantly, we provide evidence of a time-varying effect of the relative firm size. We propose a frailty model to account for such effects that can provide forecasts for arbitrary portfolios as well. Our proposed model displays superior out-of-sample ranking of firms by their default risk and forecasts of the industry-wide default rate during the recent global financial crisis.1

Modeling the default risk of a corporate debt portfolio can be accomplished by modeling the default risk of the portfolio’s individual firms and then aggregate up to the portfolio level. This method is advantageous as it is easy to account for changes in the portfolio through time. It is, however, commonly known that misspecification of the firm-level model or omitted variables can lead to a large downward bias in risk measures. With this in mind, we perform an analysis of a sample of large US corporate firms from 1980 to 2016 and our results are twofold: First, our results strongly suggest that earlier models in the literature have been misspecified and, secondly, we present a model that accounts for the misspecification. With this model, we show that it is necessary to consider non-linear transformations of certain variables, interactions, and account for time-varying effects of the relative firm size. Our out-of-sample results show better ranking of firms by their default risk and a better forecast of the industry-wide default rate during the last crisis.

Typical default models in the literature use firm-specific variables and macro-variables to model the probability of a future default of a firm, see e.g. Shumway (2001), Chava and Jarrow (2004), Duffie et al. (2007), Campbell et al. (2008). These models provide quite accurate ranking of firms by their default risk. However, the predicted default rate distributions of corporate debt portfolios are too narrow for some data sets and model specifications, indicating a violation of the models’ assumption of conditional independence between firms given the observable variables. Many ideas have been suggested to relax this assumption (Duffie et al. 2009, Koopman et al. 2011, 2012, Duan and Fulop 2013, Chen and Wu 2014, Qi et al. 2014, Schwaab et al. 2017). Common for these is that they all introduce one latent variable which affects all firms equally either within an industry, rating group, or across all industries and rating groups on the log-hazard scale or logit scale in

discrete time. These models are known as mixed models or frailty models when a multiplicative random factor is included in the instantaneous hazard. The addition of the random factor results in wider and more reliable prediction intervals for the default rate of a group of firms, resulting in more accurate risk measures. These models are therefore better suited for modeling risk measures of a corporate debt portfolio. Since the random factor affects groups of firms equally on the log-hazard scale, the models often do not provide better forecasts of the mean, nor do they improve the ranking of firms by their riskiness. This has been explicitly shown by Qi et al. (2014).

Within the frailty literature it is common to assume that the coefficients for observable variables are constant through time, but Lando et al. (2013) show that this assumption is too strict. Using non-parametric and semi-parametric models, they present evidence of non-constant coefficients, and not accounting for such effects may yield biased results and an invalid implied distribution for the default rate of a debt portfolio. However, the models in Lando et al. (2013) cannot directly be used for forecasting due to their non-parametric components. In this work we bridge these two approaches by presenting a frailty model that relaxes the assumption of constant coefficients, which is also able to forecast future default rates and properly account for conditional correlation.

We first ensure that any time-varying effects are not due to an invalid specification of the linear predictor. We find that additional variables are needed in the model specification of Duffie et al. (2007, 2009), since we observe a smaller difference in log-likelihood than Duffie et al. (2009) between a model with and without frailty. This is consistent with Lando and Nielsen (2010) that cannot reject the misspecification test of Duffie et al. (2007) after inclusion of additional firm-specific covariates.

Based on work by Berg (2007) and Christoffersen et al. (2018), we expect non-linear effects of some covariates on the log-hazard scale. We account for these by natural cubic splines and, unlike Lando and Nielsen (2010), we indeed find a significant non-linear effect of the idiosyncratic stock volatility of the firm, the net income over total assets, and log market value over total liabilities. Accounting for non-linear effects in this manner is rarely done in the literature even though there is no a priori reason to suspect that covariates should have a linear effect on the log-hazard scale. Our findings provide further evidence that the Merton model provides useful guidance for building default models but may need adjustments. As Lando et al. (2013), Filipe et al. (2016), Jensen et al. (2017), we also find strong evidence of a time-varying coefficient for a size measure of the firm. In this regard we note that our size variable differs from the aforementioned papers by using the market value as in Shumway (2001).

Section 1 describes in detail the hazard and frailty models we use, and in Section 2 we describe our data set. We present results for monthly hazard rate models with and without frailty in Section 3. We begin the section by providing evidence of non-linear effects and an interaction in models without frailty and then we extend these models to include frailty variables. Section 4 contains an out-of-sample test of the models, and we conclude in Section 5.

1 Model Specification

Our baseline model is a Cox proportional hazards model with a constant baseline hazard and time-varying covariates as in Duffie et al. (2007). Thus, the conditional instantaneous hazard rate of firm \( i \) at time \( t \) is

\[
\lambda_i(t \mid x_i(t), m(t)) = R_i(t) \exp(\alpha + \beta^\top x_i(t) + \gamma^\top m(t))
\]  

(1)

where \( R_i(t) \) is a censoring indicator which is zero if the individual \( i \) is censored at time \( t \), \( x_i(t) \) are the firm-specific covariates at time \( t \), \( m(t) \) are the macro-variables at time \( t \) and \( \alpha, \beta \) and \( \gamma \) are unknown parameters which we need to estimate. We observe \( R_i(t), x_i(t), \) and \( m(t) \) at discrete
points so we model these as variables that are piecewise constant. Thus, the instantaneous hazard in Equation (1) is piecewise constant, resulting in a piecewise exponentially distributed arrival time. Due to the discrete hazard, we simplify the notation to

\[ \lambda_{ik}(x_{ik}, m_k) \equiv \lambda_i(t \mid x_i(t), m(t)) = R_{ik} \exp(\alpha + \beta^\top x_{ik} + \gamma^\top m_k) \]  

(2)

where \( k = \lceil t \rceil \), \( \lceil t \rceil \) is the ceiling of \( t \), and we let \( x_{ik} \) be the constant value that \( x_i(t) \) takes on the interval \((k - 1, k]\) and similarly for \( R_{ik} \) and \( m_k \). Letting \( T_i \) denote the default time of firm \( i \), then the parameters are easily estimated by using that the likelihood in discrete time (i.e., the probability of default) for firm \( i \) in period \((k - 1, k]\) conditional on survival up to time \( k - 1 \) is

\[ P(T_i \in (k - 1, k] \mid T_i > k - 1) = 1 - \exp(-\lambda_{ik}(x_{ik}, m_k)) \]  

(3)

for \( k \in \{0, 1, 2, \ldots \} \), and in continuous time by using that the conditional density function of \( T_i \) is

\[ f_i(k - 1 + \Delta t \mid T_i > k - 1) = \lambda_{ik}(x_{ik}, m_k) \exp(-\lambda_{ik}(x_{ik}, m_k) \Delta t) \]

where \( \Delta t \in (0, 1) \).

The strict assumption in Equation (1) is that firms’ default intensities, \( \lambda_{ik} \), are only correlated through co-movements in firm-specific covariates, \( x_{ik} \), or the macro-variables, \( m_k \). This assumption may not hold in practice for multiple reasons: Our model could be misspecified by omission of one or more macro-variables, co-movements in an omitted firm covariate, or co-movements in a variable which is modeled incorrectly. As in Duffie et al. (2009), \(^2\) one way to account for the excess clustering of defaults is by extending the hazard in Equation (2) to

\[ \lambda_{ik}(x_{ik}, m_k, A_k) = R_{ik} \exp(\alpha + \beta^\top x_{ik} + \gamma^\top m_k + A_k) \]  

(4)

\[ A_k = \theta A_{k-1} + \epsilon_k, \quad \epsilon_k \sim \mathcal{N}(0, \sigma^2) \]  

(5)

where \( \mathcal{N}(0, \sigma^2) \) is a normal distribution with mean zero and variance \( \sigma^2 \) and the innovation terms, \( \epsilon_k \), are iid. The term \( A_k \) increases the hazard of all firms in period \((k - 1, k]\) by a factor \( \exp(A_k) \), and such a multiplicative factor on the hazard is formally referred to as a frailty. Large values of \( \sigma \) increase the probability of observing larger differences in the log-hazard between consecutive periods all else being equal, while \( \theta \) controls the rate of decay of the cumulated shocks. That is, the effect of the shock \( \epsilon_k \) decays towards zero with the rate \( \theta^{k'-k} \) for \( k' > k \). The limit \( \theta \to 0 \) corresponds to independent values of \( A_k \), which has previously been employed in, e.g., Christoffersen et al. (2018) as they do not find evidence of autoregressive random effects. This could possibly be due to wider time intervals and/or fewer cross sections.

The model specification determines whether \( A_k \) is a zero-mean stationary or non-stationary process. The former would be the case when the frailty captures a stationary macro-variable. However, if the model specification, e.g., includes the log of a nominal (non-real) value variable, but the true association is linear in the log of the real value, then a non-stationary adjustment to the intercept would be needed. Examples of the latter are found in Lando and Nielsen (2010) and Chava et al. (2011), where it is unclear whether the authors use nominal or real values. As we only include real values and financial ratios where inflation adjustments do not matter, we do not expect a non-stationary intercept for the aforementioned reasons.

While the model in Equation (4) can account for conditional correlation, it may still be a poor approximation of the true dynamics. First, although we may expect a monotone effect, it is not obvious that the log of the default intensity should have a linear dependence on the covariates. We will later account for such non-linear effects by using natural cubic splines. Secondly, the

\(^2\)Duffie et al. (2009) remark that they use an Ornstein-Uhlenbeck process, but in practice they use a discrete approximation like in Equations (4) and (5).
assumption that there is only one frailty variable which affects all firms equally on the hazard scale may not be justified. A generalization is to relax the assumption of constant proportional effect of the covariates and let some of the coefficients vary over time. The resulting model is

$$
\lambda_{ik} (x_{ik}, m_k, A_k, B_k, z_{ik}) = R_{ik} \exp \left( \alpha + \beta^\top x_{ik} + \gamma^\top m_k + A_k + B_k^\top z_{ik} \right)
$$

(6)

where $$z_{ik}$$ may contain a subset of the elements of $$x_{ik}$$ and $$\mathcal{N}(0, Q)$$ is a multivariate normal distribution with mean vector 0 and covariance matrix Q. The term $$B_k$$ contains the random components of the slopes, and the interpretation of $$B_k$$ is the change in log-hazard relative to the reference point ($$B_k = 0$$) due to a unit increase in the covariates with a random slope. E.g., suppose that we only have one covariate in the model and it has a random slope. Then two firms $$i$$ and $$j$$ which differ by $$x_{jk} = x_{ik} + 1$$ will have a relative hazard in time period $$(k-1,k]$$ of

$$
\frac{\lambda_{jk} (x_{jk}, m_k, A_k, B_k, x_{jk})}{\lambda_{ik} (x_{ik}, m_k, A_k, B_k, x_{ik})} = \frac{\exp \left( (\beta + B_k) (x_{jk} + 1) \right)}{\exp \left( (\beta + B_k) x_{ik} \right)} = \exp (\beta + B_k)
$$

That is, $$B_k$$ changes the effect of a unit change in the covariate by a factor $$\exp(B_k)$$.

There are many reasons to expect non-constant slopes. The accounting standards may change, banks may temporally change the way that variables affect their lending behavior, certain types of firms may be more risky in poor economic downturns, etc. One may again argue whether the frailty is a stationary process or not. If one expects that the frailty captures temporary excess default clustering, then a stationary process seems like a natural choice.

We will estimate the frailty models using a Monte Carlo expectation maximization algorithm, where the expectation step is approximated using a particle smoother. The details of the estimation are in Appendix A. The software we have developed to estimate the frailty models is available at the Comprehensive R Archive Network (CRAN).

## 2 Data and Choice of Covariates

Moody’s Default Risk Service Database (MDRD) is used to get the firms’ default events. We define a default event as a firm which enters into either bankruptcy, bankruptcy section 77, chapter 10, chapter 11, chapter 7, or a prepackaged chapter 11. We also regard the following as default events: A distressed exchange, a dividend omission, a grace-period default, a modification of indenture, a missed interest payment and/or a missed principal payment, payment moratorium, and a suspension of payments. These events are also included by Duffie et al. (2009) from MDRD and are nearly the same events included by Lando et al. (2013). The by far most frequent event is a missed interest payment followed by a chapter 11 bankruptcy and, as some of our events are not terminal, recurrent events can occur. Firms with multiple events typically have an intermediary period in which most would consider the firm as being in a non-normal state and thus not being at risk of entering into default. Thus, we censor a firm until the resolution date provided by MDRD or 12 months after the event if the resolution date is missing. We extend the censoring period if consecutive events fall within this default event time and the resolution date.

We only use MDRD for two reasons: First, some of the default events are closer to the point in time at which, e.g., bond holders suffer losses. Secondly, we can use the same default events for all firms in our sample. We could augment our data set with firms that are not in MDRD, but then we would track different events depending on whether the firm is tracked by Moody’s. Thus, the event definition would be broader for firms in MDRD as we would likely only have legal bankruptcy events available for firms outside MDRD. Consequently, our results could reflect differences between the two groups and it would be unclear what we model.
We use CRSP and Compustat for market data and financial statements, respectively. We lag data from Compustat by 3 months to reflect the typical delay on financial statements, use quarterly data with annualized flow variables when available and otherwise we use yearly data. Data from CRSP is lagged by 1 month to reflect that we only know past market data. Summary statistics are shown in Table 4 in the appendix, and the firm-specific variables we include are:

- **Operating income to total assets**: Operating income after depreciation relative to total assets. It is a profitability measure and we expect that more profitable firms should be less likely to enter into default.

- **Net income to total assets**: Net income relative to total assets. It is similarly a profitability measure but includes all costs. Including both ratios allows one to distinguish between the partial association of the two types of costs.

- **Market value to total liabilities**: Market value from CRSP relative to total liabilities. A larger ratio should imply that the firm is further from default all else equal.

- **Total liabilities to total assets**: Total liabilities relative to total assets. It is an indicator of the firm’s financial leverage and we expect that all else equal a higher ratio should imply a higher probability of default.

- **Current ratio**: Current assets relative to current liabilities. A too low ratio would imply that the firm may not be able meet its short-term debt obligations thus increasing the probability of default.

- **Working capital to total assets**: Working capital relative to total assets. Similar to the current ratio, it measures the ability to meet the short-term debt obligations but does so with a metric relative to the size of the firm.

- **Log current assets**: Log of current assets deflated with the US Government Consumer Price Index from CRSP. This is similar to the pledgeable assets used in Lando et al. (2013) but we do not add the book value of net property, plant, and equipment to the current assets. The variable captures both the size of the firm and the assets which can be quickly converted into cash.

- **Log excess return**: 1-year lagged average of monthly log return minus the value-weighted log total market return. We require at least three months of returns. While we do not have a particular effect in mind, this variable has shown to be a strong predictor in the literature (Shumway 2001, Duffie et al. 2007, 2009).

- **Relative log market size**: Log market value of the firm minus the log total market value. The total market value is the sum of market values of AMEX-, NYSE-, and NASDAQ-listed firms. As remarked by Shumway (2001), subtracting the log total market value from the log market value of the firm has the advantage that it deflates the nominal log market value. Low-valued firms should be closer to entering into default in which case any investments by investors are likely lost. Though, the variable also measures the size of the firm.

- **Distance-to-default**: Estimated 1-year distance-to-default. The drift and volatility of the underlying assets are estimated over the past year using the so-called KMV method as in Vassalou and Xing (2004), and we set the debt due in one year to be the short-term debt plus 50% of the long-term debt as is common. We require at least 60 days of market values to estimate the parameters.
The statistics of our distance-to-default is comparable to that reported by Vassalou and Xing (2004), which is anticipated as we use the same method and listed US firms.\(^3\) However, we note that a wide range of values have been reported in the literature.\(^4\)

- **Idiosyncratic volatility:** Estimated standard deviation of 1-year past rolling window regressions of daily log return on the value-weighted log market return. We require at least 60 days of returns in the regressions. The variable is used in Shumway (2001) and one motivation is that more volatile firms should have a higher chance of entering into default (e.g., due to more volatile cash flows as argued by Shumway 2001).

The value-weighted market return we use is the NYSE and AMEX index from CRSP. In terms of macro-variables, we include a market return and treasury bill rate like Duffie et al. (2007, 2009), specifically the value-weighted past 1-year log return of the aforementioned index and 1-year treasury bill rate. All variables are winsorized at 1% and 99% quantile and we carry forward missing covariates for up to 3 months for CRSP-based variables and 1 year for Compustat-based variables.

All of these covariates have appeared in multiple papers before (e.g., Shumway 2001, Chava and Jarrow 2004, Bharath and Shumway 2008). It is deliberate that we use covariates that have previously been used in the literature as the goal of this work is not to seek new covariates.

We include a firm in our sample as long as it is listed, we have data from Compustat and CRSP for all variables, and the firm has started being rated by Moody’s or if it is less than 36 months.

---

\(^3\)The probabilities of default in Vassalou and Xing (2004) are available at [www.maria-vassalou.com/data/defaultdataset.zip](http://www.maria-vassalou.com/data/defaultdataset.zip). Comparing our distance-to-default to theirs over the same period after truncating at a $10^{-15}$ and $1 - 10^{-15}$ probability of default as they do yields a mean and standard deviation of the distance-to-default of 4.856 and 2.739, respectively. The corresponding figures in Vassalou and Xing (2004) are 4.391 and 2.608, respectively.

\(^4\)Lando and Nielsen (2010), Chava et al. (2011), Duan et al. (2012), Lando et al. (2013), Qi et al. (2014) show a mean ranging from 1.867 to 16.79 and a standard deviation ranging from 2.653 to 12.83.
after the rating has been withdrawn and the firm is not rated again by Moody’s. Firms outside this range have a virtually zero default rate in the MDRD database, which is likely because Moody’s no longer tracks the firms or has not yet started to track them.

A delisting month counts as a default if a default event happens up to one year after the firm delists. This is similar to Shumway (2001) though he uses a five-year limit instead. An advantage of the event definition we use relative to, e.g., Shumway (2001) is that the events happen close to delisting or before delisting. Specifically, we observe that 84.7% of the events occur while we still have covariate information of the firm and the firm has not delisted or delists in the month of the event. Thus, we include the first half of 2016 in our out-of-sample test in Section 4 as we may only miss a few events since our version of MDRD was last updated in October 2016.

As is standard in the literature, we exclude firms with an SIC-code in the range 6000-6999 (financial firms) and those greater than 9000 (public administration or non-classifiable). We use the historical SIC-code from Compustat if it is available and otherwise use CRSP’s historical code.

Figure 1 shows the monthly default rate in the sample. There is a visible clustering of defaults around economic crises, however, it is not clear from this plot whether the clustering can be captured by firm-specific variables or macro-variables.

### 3 Empirical Results

We start this section by estimating models without frailty and show that we get a better fit by adding covariates, splines, and an interaction to the model in Duffie et al. (2007). That additional covariates are needed is similar to the conclusion in Lando and Nielsen (2010), but treating non-linear effects has so far received limited attention in corporate default literature. We find a non-linear effect of variables that are related to the Merton model and discuss this finding and its relation to previous work. We then turn to frailty models, where we estimate a model with a single frailty that affects all firms equally on the log-hazard scale (cf., Equation (4)), and subsequently extend it to include a frailty that depends on the relative log market size of the firm as in Equation (6). We end by comparing our results to previous work.

Table 1 presents the parameter estimates for the models without frailty. Column $M_1$ is similar to the specification used by Duffie et al. (2007) and Duffie et al. (2009) when the frailty variable is not included. A one standard deviation change in distance-to-default (log excess return) is
Table 1: Coefficient estimates from monthly default models without frailty. All covariates are centered in the shown models. The $\chi^2$ test statistics from the Wald tests are given in parentheses: *** implies significance at the 1% level, ** at the 5% level, and * at the 10% level. The spline rows are from a three-dimensional natural cubic spline basis, which is restricted to a two-dimensional space that is orthogonal to the linear term. Thus, the linear term can be interpreted as the linear part of the spline. The two coefficients for each basis function in the splines are omitted and a "✓" indicates that the spline term is included in the model.

<table>
<thead>
<tr>
<th></th>
<th>$M_1$</th>
<th>$M_2$</th>
<th>$M_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>$-9.938^{***}$ (2379.1)</td>
<td>$-10.265^{***}$ (1264.2)</td>
<td>$-10.436^{***}$ (911.8)</td>
</tr>
<tr>
<td>Distance-to-default</td>
<td>$-0.546^{***}$ (227.6)</td>
<td>0.001 (0.0)</td>
<td>0.148^{***} (7.9)</td>
</tr>
<tr>
<td>Log excess return</td>
<td>$-2.331^{***}$ (420.7)</td>
<td>$-1.744^{***}$ (207.7)</td>
<td>$-1.729^{***}$ (205.5)</td>
</tr>
<tr>
<td>T-bill rate</td>
<td>1.827 (1.2)</td>
<td>4.459^{**} (6.1)</td>
<td>4.751^{***} (6.9)</td>
</tr>
<tr>
<td>Log market return</td>
<td>1.132^{***} (18.3)</td>
<td>0.877^{***} (10.0)</td>
<td>0.890^{***} (10.1)</td>
</tr>
<tr>
<td>Log current assets</td>
<td>0.178^{***} (18.4)</td>
<td>0.158^{***} (10.7)</td>
<td></td>
</tr>
<tr>
<td>Working capital / total assets</td>
<td>$-1.060^{**}$ (4.1)</td>
<td>$-0.888^{*}$ (2.8)</td>
<td></td>
</tr>
<tr>
<td>Operating income / total assets</td>
<td>$-1.643^{***}$ (9.7)</td>
<td>$-1.180^{**}$ (4.7)</td>
<td></td>
</tr>
<tr>
<td>Market value / total liabilities</td>
<td>$-1.302^{***}$ (24.9)</td>
<td>$-0.806^{***}$ (11.6)</td>
<td></td>
</tr>
<tr>
<td>Log market value / total liabilities</td>
<td>$-1.156^{***}$ (16.2)</td>
<td>$-2.041^{***}$ (15.2)</td>
<td></td>
</tr>
<tr>
<td>Net income / total assets</td>
<td>$0.595^{***}$ (7.4)</td>
<td>0.411^{*} (3.3)</td>
<td></td>
</tr>
<tr>
<td>Total liabilities / total assets</td>
<td>$-0.188^{*}$ (3.7)</td>
<td>$-0.816^{***}$ (20.3)</td>
<td></td>
</tr>
<tr>
<td>Current ratio</td>
<td>26.844^{***} (60.9)</td>
<td>108.095^{***} (41.1)</td>
<td></td>
</tr>
<tr>
<td>Idiosyncratic volatility</td>
<td>$-0.356^{***}$ (47.6)</td>
<td>$-0.293^{***}$ (25.0)</td>
<td></td>
</tr>
<tr>
<td>Relative log market size</td>
<td>✓^{**} (6.2)</td>
<td>✓^{***} (27.0)</td>
<td></td>
</tr>
<tr>
<td>Net income / total assets (spline)</td>
<td>✓^{***} (19.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Idiosyncratic volatility (spline)</td>
<td>✓^{***} (19.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log market value / total liabilities (spline)</td>
<td>✓^{***} (19.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Current ratio · Idiosyncratic volatility</td>
<td>15.293^{***} (19.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>5511.7</td>
<td>5067.0</td>
<td>5004.4</td>
</tr>
<tr>
<td>log-likelihood</td>
<td>$-2750.8$</td>
<td>$-2519.5$</td>
<td>$-2481.2$</td>
</tr>
<tr>
<td>Number of firms</td>
<td>3020</td>
<td>3020</td>
<td>3020</td>
</tr>
</tbody>
</table>
associated with an \( \exp(-2.263) \) (\( \exp(-0.932) \)) factor change in the hazard. The former shows that distance-to-default is a good predictor of default as changes in distance-to-default are associated with large changes in the instantaneous hazard. However, the latter shows that distance-to-default is not a sufficient explanatory covariate on its own, as is also observed in Bharath and Shumway (2008).

The signs of the coefficient estimates for the two macro-variables are similar to Duffie et al. (2009) and like them we do not have an intuitive explanation for the log market return slope estimate that makes sense marginally. However, we agree that a univariate interpretation may be invalid and a plausible explanation is instead that the distance-to-default could be “too large” on average when entering as a linear effect on the log-hazard scale in good periods on the stock market. For this case one would expect a positive slope on the market return. We remark that our estimates are not directly comparable to those of Duffie et al. (2007, 2009) as they only (among other things) consider industrial firms, have a different time period, and include events from other databases.

The AICs of \( M_1 \) and \( M_2 \) show that \( M_2 \) is a much better fit. Distance-to-default is not significant in model \( M_2 \), which may not be that surprising as we include both the market value to liabilities and the idiosyncratic volatility, which have strong associations with the value and volatility of the underlying asset in the Merton model (we remark on this further in the next subsection). All signs of the coefficients are as expected except for the log current assets. As we show in the table and in Figure 10 in the appendix, we find that larger current assets are associated with a higher default hazard for fixed relative market size. We note that removing the relative market size from \( M_2 \) yields a negative (but small in absolute terms) coefficient on the log current asset. Further, none of the variance inflation factors in \( M_2 \) are larger than four, so there is no severe multicollinearity.

The differences between columns \( M_2 \) and \( M_3 \) are three spline terms and an interaction between the current ratio and the idiosyncratic volatility. The latter shows that the partial effect of the current ratio increases when the idiosyncratic volatility increases. This implies a lower partial association with a measure of capability to pay short-term debt (the current ratio) when the firm’s equity value is more volatile, since the main effect is negative. This seems plausible.

The three splines in \( M_3 \) are shown in Figure 2. The splines are subject to a typical sum-to-zero constraint, and a three-dimensional natural cubic spline basis is used. The left plot shows a tilted “hockey-stick” curve, which flattens for large negative loss to total assets, similar to what is observed in Christoffersen et al. (2018). The partial effect of the idiosyncratic volatility only differs for firms with small to moderate idiosyncratic volatility and flattens thereafter. Due to a relatively small number of events for firms with a moderate or large market value to total liabilities, we log-transformed the ratio to obtain a more well-posed problem. The low number of observed events in the right tail of the ratio is reflected in wider confidence bounds of the spline.

### 3.1 Distance-to-Default

Distance-to-default has received a lot of attention in the literature. Many noticeable papers cover one or more probability of default models which include distance-to-default in some way (Hillegeist et al. 2004, Duffie et al. 2007, Bharath and Shumway 2008, Campbell et al. 2008, Duffie et al. 2009). The distance-to-default comes from the Merton model and assumes that the underlying firm value follows a geometric Brownian motion and that the firm has issued a single zero-coupon bond. Both assumptions are potentially restrictive. In particular, the ad hoc practice of setting the debt maturing in one year to the short-term debt and 50% of the long-term debt suggests a violation of the latter assumption.

While Duffie et al. (2007, 2009) show that distance-to-default is a strong predictor, Campbell et al. (2008) only find smaller improvements when including distance-to-default in a model that
Figure 3: Comparison of output from the Merton model. Plots of (a) inverse standard normal cumulative distribution, $\Phi^{-1}$, versus the complementary log-log function and (b) uniform distribution versus the complementary log-log function both for varying quantiles, $p$. The lines go through the 0.00001 and 0.04 quantile to emphasize the region where we may expect to have data. The $y$-axis is decreasing from north to south to get a positive slope due to the negative relationship between the distance-to-default and the probability of default.

Figure 4: Difference between realized monthly default rate and in-sample predicted default rate of model $M_3$. Black bars indicate that a 90% point-wise confidence interval does not cover the realized default rate. The scale is large compared to the monthly default rate (see Figure 1). Gray areas are recession periods from National Bureau of Economic Research.
also includes volatility and leverage. The latter is similar to our findings in that we cannot reject
a zero slope in $\mathcal{M}_2$. Bharath and Shumway (2008) show that distance-to-default is not sufficient
on its own and that a simpler and highly correlated metric performs equally, if not better, in
ranking firms by their default risk. However, our results are not directly comparable to Bharath
and Shumway (2008), as they include the probability of default from the Merton model on the
log-hazard scale whereas we include the distance-to-default as in Duffie et al. (2007, 2009). That is,
if $DtD_{it}$ denotes the distance-to-default of firm $i$ at time $t$ and $\Phi$ is the standard normal cumulative
distribution function, then Bharath and Shumway (2008) assume that the probability of default
from the Merton model

$$p_{it} = \Phi^{-1}(-DtD_{it}) \quad (7)$$

has a linear association on the log-hazard scale while we assume that $DtD_{it}$ has linear association
on the log-hazard scale. The central question is what to expect if Equation (7) is approximately
true.

Figure 3 illustrates the inverse standard normal cumulative distribution and uniform distribution
versus the complementary log-log function (inverse of Equation (3)). The inverse standard
normal cumulative distribution and complementary log-log seem to match in the low to rather high
probability of default region, suggesting that including the distance-to-default on the log-hazard
scale is not unreasonable if Equation (7) is approximately true. This is not the case for the uniform
distribution. Moreover, we have tried to replace the distance-to-default in model $\mathcal{M}_1$ with
the probability from Equation (7), resulting in an AIC of 5633 which is worse than the original
model that included the distance-to-default. Further, performing a likelihood ratio test of the orig-
inal $\mathcal{M}_1$ against the nested model which also includes the probabilities from Equation (7) yields a
$p$-value of 0.083. In conclusion, we find no arguments or evidence that the probability should be
used on the log-hazard scale rather than or simultaneously with distance-to-default.\footnote{Though, Bharath and Shumway (2008) remark that they find inferior performance by including the log of the
distance-to-default. However, it is unclear to us how negative distance-to-default values are handled. It also seems
to be more common to include to the untransformed distance-to-default on the log-hazard or log-odds scale.}

Finally, we turn to our $\mathcal{M}_3$ model. As in the online appendix of Duffie et al. (2009), we find
limited evidence of a non-linear relation on the log-hazard scale with distance-to-default. However,
we do find a significant non-linear relationship with two related variables, namely the idiosyncratic
volatility and log market value to total liabilities. The regressions we run to estimate the idiosyn-
cratic volatility typically do not fit well so the idiosyncratic volatility is close to the estimated
volatility of the equity. The volatility of the equity is related to the volatility of underlying asset
in the Merton model by

$$d_{it} = \log \frac{V_{it}}{F_{it}} + (r + \sigma_i^2/2)$$

$$\sigma_{iE} = \frac{V_{it}}{E_{it}} \Phi(d_{it}) \sigma_{iV}$$

where $V_{it}$, $E_{it}$, and $F_{it}$ is the value of the underlying asset, the value of the equity, and the value
of debt maturing in one year of firm $i$ at time $t$, respectively, and $\sigma_{iE}$ and $\sigma_{iV}$ is the volatility of
the equity and underlying value of firm $i$, respectively. Thus, when $d_{it}$ is large then $\sigma_{iE}$ is merely
a rescaling of $\sigma_{iV}$, implying that the idiosyncratic volatility is a good proxy for the underlying
volatility. Consequently, adding a spline to the idiosyncratic volatility can be seen as a relaxation
of the effect of one of the key components in the Merton model. Secondly, for large $E_{it}/F_{it}$ and
low $\sigma_{iV}$

$$\log \frac{V_{it}}{F_{it}} \approx \log \frac{E_{it} + F_{it}}{F_{it}} \approx \log \frac{E_{it}}{F_{it}}$$

implying that the log market value to total liabilities is a close proxy for another key component

\footnotetext{Though, Bharath and Shumway (2008) remark that they find inferior performance by including the log of the
distance-to-default. However, it is unclear to us how negative distance-to-default values are handled. It also seems
to be more common to include to the untransformed distance-to-default on the log-hazard or log-odds scale.}
in the Merton model. Thus, two of our splines can be seen as a relaxation of the assumptions in
the Merton model.

Our choice of covariates is based on previous literature which is reflected in our preference for
the idiosyncratic volatility and market value over total liabilities instead of the volatility of the
equity and the market value plus total liabilities over total liabilities. All the splines we include are
based on standard residual diagnostic plots. In this regard, it is interesting that we find evidence of
non-linear effects for two variables that are this closely related to the Merton model. As Bharath
and Shumway (2008) conclude, the Merton model seems to provide guidance to default models but
we find that relaxations seem to be needed.

To motivate the next section, Figure 4 shows the in-sample difference between the predicted
default rate (percentage of firms that experience an event in one month) and the realized monthly
rate for $M_3$, and reveals that the model may have issues with excess clustering of defaults. There
is a tendency of co-occurrences of too large or too small predicted monthly default rates, which
suggests a frailty model with a temporal dependence as in Equation (4).

### 3.2 Frailty Models

We will present results for two frailty models in this section. One with a random intercept as
in Equation (4) and one where we add a random slope for the relative log market size. Table 2
shows the estimated parameters. Column $M_4$ shows estimates for the model with splines and the
interaction ($M_3$) with an added frailty effect for the intercept as in Equation (4). The parameter
estimates are similar to $M_3$. The estimated loading $\theta$ is close to what Duffie et al. (2009) find.
However, the difference $\Delta$ in twice the log-likelihood is only 7.0 (the log-Bayes factor mentioned
in Duffie et al. 2009). Though, $\Delta$ between the model similar to Duffie et al. (2009) ($M_1$) with
and without a frailty term is 14.8, which is closer to the 22.6 reported in Duffie et al. (2009). In
conclusion, our finding suggests that the additional variables, non-linear effects, and the interaction
capture some of the temporal heterogeneity.

Figure 5 shows the predicted frailty variable, $A_k$, conditional on the observed data. There are
some periods where the predicted value of the frailty-term is 0

$$\exp(0.2) \approx 1.22$$

factor

higher instantaneous hazard for all firms at the same point in time. The small difference in log-
likelihood is reflected in the wide prediction intervals.

The frailty model in Equation (6) is denoted $M_5$. We model the temporal dependence between the
frailty variables as

$$\begin{pmatrix} A_k \\ B_k \end{pmatrix} = \begin{pmatrix} \theta_1 & 0 \\ 0 & \theta_2 \end{pmatrix} \begin{pmatrix} A_{k-1} \\ B_{k-1} \end{pmatrix} + \epsilon_k, \quad \epsilon_k \sim \mathcal{N}\left(0, \begin{pmatrix} \sigma_1^2 & \sigma_1 \sigma_2 \rho \\ \sigma_1 \sigma_2 \rho & \sigma_2^2 \end{pmatrix} \right)$$

(8)

where $B_k$ is the zero-mean term on the slope of the relative log market size. There is a large
difference between twice the log-likelihood of model $M_5$ and $M_4$ of 60.0, providing strong evidence
in favour of the former model.

Figure 6 shows the predicted value of $B_k$. The predicted value of $A_k$ and $B_k$ are very similar
as $\theta_1$ and $\theta_2$ are almost equal and the correlation coefficient, $\rho$, is high. There is an increase in
the relative log market size slope at each of the crisis in 1990s and 2001, implying that large firms
tend to be relatively more risky during a crisis all else equal. A similar time-varying effect of the
size-variable is shown in Lando et al. (2013), Jensen et al. (2017) for a broad sample of Danish
firms, and Filipe et al. (2016) for SMEs in Europe.\footnote{We remark that the size variable differs
between the aforementioned papers and our work. For completeness we tried to use the log of
the real value of total assets similar to Filipe et al. (2016) and Jensen et al. (2017) instead of the
relative log market size in $M_2$, but this resulted in a worse fit.}

\footnote{See the log-size coefficient in the robustness check of Filipe et al. (2016).}
Table 2: Estimated monthly frailty models. Both models correspond to the model with splines and an interaction, $M_3$, with additional frailty variables: $M_4$ has a random intercept and $M_5$ has a random intercept and slope for the relative log market size. All covariates are centered in the shown models. The $\chi^2$ test statistics from the Wald tests are given in parentheses: *** implies significance at the 1% level, ** at the 5% level, and * at the 10% level. The spline rows are from a three-dimensional natural cubic spline basis, which is restricted to a two-dimensional space that is orthogonal to the linear term. Thus, the linear term can be interpreted as the linear part of the spline. The two coefficients for each basis function in the splines are omitted and a “✓” indicates that the spline term is included in the model. The estimated splines are shown in Figure 11 in the appendix.

<table>
<thead>
<tr>
<th></th>
<th>$M_4$</th>
<th>$M_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-10.507*** (878.2)</td>
<td>-10.789*** (290.2)</td>
</tr>
<tr>
<td>Distance-to-default</td>
<td>0.137*** (6.7)</td>
<td>0.107** (4.0)</td>
</tr>
<tr>
<td>Log excess return</td>
<td>-1.734*** (201.8)</td>
<td>-1.673*** (187.0)</td>
</tr>
<tr>
<td>T-bill rate</td>
<td>5.671** (6.3)</td>
<td>-0.665 (0.0)</td>
</tr>
<tr>
<td>Log market return</td>
<td>0.945*** (7.2)</td>
<td>0.981*** (9.4)</td>
</tr>
<tr>
<td>Log current assets</td>
<td>0.207*** (15.1)</td>
<td>0.249*** (23.2)</td>
</tr>
<tr>
<td>Working capital / total assets</td>
<td>-0.981* (3.4)</td>
<td>-1.096** (4.2)</td>
</tr>
<tr>
<td>Operating income / total assets</td>
<td>-1.073* (3.8)</td>
<td>-1.108** (4.1)</td>
</tr>
<tr>
<td>Log market value / total liabilities</td>
<td>-0.731*** (9.5)</td>
<td>-0.633*** (7.1)</td>
</tr>
<tr>
<td>Net income / total assets</td>
<td>-2.019*** (14.9)</td>
<td>-1.929*** (13.7)</td>
</tr>
<tr>
<td>Total liabilities / total assets</td>
<td>0.447** (3.8)</td>
<td>0.521* (5.2)</td>
</tr>
<tr>
<td>Current ratio</td>
<td>-0.847*** (21.2)</td>
<td>-0.809*** (19.0)</td>
</tr>
<tr>
<td>Idiosyncratic volatility</td>
<td>109.290*** (42.1)</td>
<td>126.717*** (48.2)</td>
</tr>
<tr>
<td>Relative log market size</td>
<td>-0.340*** (29.1)</td>
<td>-0.415*** (7.1)</td>
</tr>
<tr>
<td>Net income / total assets (spline)</td>
<td>✓ * (5.9)</td>
<td>✓ * (5.2)</td>
</tr>
<tr>
<td>Idiosyncratic volatility (spline)</td>
<td>✓ *** (28.3)</td>
<td>✓ *** (34.8)</td>
</tr>
<tr>
<td>Log market value / total liabilities (spline)</td>
<td>✓ *** (17.3)</td>
<td>✓ *** (18.1)</td>
</tr>
<tr>
<td>Current ratio · Idiosyncratic volatility</td>
<td>16.074*** (21.2)</td>
<td>15.108*** (18.6)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$M_4$</th>
<th>$M_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>0.897</td>
<td>0.972</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td></td>
<td>0.974</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>0.116</td>
<td>0.269</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td></td>
<td>0.064</td>
</tr>
<tr>
<td>$\rho$</td>
<td></td>
<td>0.991</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Statistic</th>
<th>$M_4$</th>
<th>$M_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIC</td>
<td>5001.4</td>
<td>4947.4</td>
</tr>
<tr>
<td>log-likelihood</td>
<td>-2477.7</td>
<td>-2447.7</td>
</tr>
<tr>
<td>Number of firms</td>
<td>3020</td>
<td>3020</td>
</tr>
</tbody>
</table>
**Figure 5:** Predicted (smoothed) frailty variable $A_k$ of $M_4$ conditional on the observed data. The dashed lines are 68.3% point-wise prediction intervals (similar to the $\pm 1$ standard deviation in Duffie et al. 2009). Gray areas are recession periods from National Bureau of Economic Research.

**Figure 6:** Predicted (smoothed) frailty variable $B_k$ of $M_5$ conditional on the observed data. The dashed lines are 68.3% point-wise prediction intervals (similar to the $\pm 1$ standard deviation in Duffie et al. 2009). $A_k$ is very similar and roughly $0.264/0.064 \approx 4.1$ times greater in magnitude due to the very similar decay-rate ($\theta$) estimate and high correlation between the two random effects. The plot does not include the fixed slope estimate, i.e., -0.415 needs to be added to get the slope on relative log market size at any point in time. Gray areas are recession periods from National Bureau of Economic Research.
We note that the slope of the risk-free rate is virtually zero in model $M_5$, while all other coefficients are similar to those of model $M_4$. This smaller association with macro-variables is also observed in Lando et al. (2013).

Lastly, we consider the estimated random effect. Each firm’s random effect component on the log-hazard scale is given by

$$A_t + B_t z_{it} = \epsilon_1 t + \epsilon_2 t z_{it} + \theta_1 A_{t-1} + \theta_2 B_{t-1} z_{it}$$

where $z_{it}$ is the relative log market size. Figure 7 shows the correlation between the $\epsilon_1 t + \epsilon_2 t z_{it}$ term for two values of $z_{it}$. The conclusion is that firms of equal size have a highly correlated random effect term, while low-valued firms tend to have a lower correlation with the random effect term of moderately- and high-valued firms. This is in contrast to the model $M_4$ where the random effect term for all firms is perfectly correlated by construction.

### 3.3 Comparison with Other Work

Omitting covariates with co-movements through time for all firms or groups of firms can yield evidence of a single shared frailty (i.e., a time-varying intercept). An example of a covariate with a co-movement through time is shown in Figure 8, showing density estimates of the winsorized idiosyncratic volatility through time. Many of the covariates in our model have time-varying distributions, which may explain the smaller Bayes factor we observe between a model with a time-varying intercept versus a model without in comparison to Duffie et al. (2009). The results presented by Lando and Nielsen (2010) are yet another indication of this effect, since they fail to reject the misspecification test in Das et al. (2007) after including additional covariates.

A different approach to default modeling is to consider aggregate defaults. Some examples are Koopman et al. (2011, 2012), Schwaab et al. (2017), Azizpour et al. (2018) who aggregate to different levels, which are either total default counts or default counts in rating and industry (and region or age cohort) groups. Koopman et al. (2011), Schwaab et al. (2017), Azizpour et al. (2018)
use cross-sectional averages or medians of firm-level covariates and either explicitly or implicitly assume that firms are homogeneous given these variables at the level of default that they model. This is a strict assumption and may not be valid in practice when covariates have time-varying distributions as in Figure 8. Time-varying distributions of firm-level covariates can yield evidence of a macro effect, frailty variable, or contagion variable as the following example will show. We have 1000 firms which we observe over 65 periods. Each firm has a randomly distributed incorporations date which is uniformly distributed on \( \{0, \ldots, 64\} \) and a single time-varying covariate \( X_{it} \) which is drawn from the mixture given by

\[
X_{it} | U_{it} = u \sim \begin{cases} 
  \mathcal{N}(0, 1) & u = 0 \\
  \mathcal{N}(g(t), 1) & u = 1
\end{cases}, \quad g(t) = 4 \cdot \frac{|t - 33|}{32} - 1
\]

where \( U_{it} \) is Bernoulli distributed with probability 0.2. That is, the covariate is either drawn from a time-invariant distribution or from a distribution with a time-varying mean. Defaults are terminal, we observe defaults in discrete time, and define the default intensity as

\[
\lambda_{it} = \exp(\beta_0 + \beta_1 x_{it})
\]

where \((\beta_0, \beta_1) = (-4, 1)\). We perform 1000 simulations and fit a model for aggregate defaults for each simulated data set using the mean at time \( t \), \( \bar{X}_t = \frac{1}{|R_t|} \sum_{i \in R_t} X_{it} \), as a covariate where \( R_t \) is the risk set at time \( t \). Furthermore, we fit a second model where we include time as a second order polynomial. The latter model can be seen as a model which includes either macro-variables, a contagion factor, or a shared frailty variable. We reject the likelihood ratio test between the two nested models in 618 of the 1000 simulations at the conventional 5% level, which could be interpreted as evidence of a macro, a contagion, or a frailty effect when employing cross-sectional averages of firm covariates. More importantly, both models have the undesirable feature that they miss substantial cross-sectional variation, yielding incorrect results for a corporate debt portfolio.

**Figure 8: Density estimates of idiosyncratic volatility.** The plot shows density estimates of the winsorized idiosyncratic volatility through time. The middle vertical lines are the medians. Densities lower than 1% of the maximum are omitted. A Gaussian kernel is used with a bandwidth of 0.00137.
with a non-random sample of the population. For completeness, Koopman et al. (2012), Schwaab et al. (2017) do state that a firm’s rating may not be sufficient statistics for default. Further, there is evidence that ratings alone may be poor proxies of risk (e.g., see Hamilton and Cantor 2004).

Our results in Figure 6 suggest that larger firms are partially more risky in some periods than others, whereas Azizpour et al. (2018) show that periods with large amounts of defaulted debt are followed by a higher aggregate default rate. The advantage of our model in this context is that it can be applied to an arbitrary portfolio of firms and can distinguish between an overall change in default rates and a change in default rates for a subset of firms. The latter is key, e.g., for regulators that want to evaluate the risk exposure of banks that provide loans to a subset of firms that are not a random subset of the entire population.

We remark that we do not attempt to infer causal effects. The observed frailty effect may be either “true” frailty (i.e., temporary shocks that affect all or groups of firms), a proxy for a contagion effect (i.e., the default of one firm spreads to other firms), causal associations or non-causal associations. However, we provide a model which is an accurate firm-level as well as joint default model. Such models are needed to perform bottom-up modeling of the default risk of a corporate debt portfolio. The model can easily be extended to relax the assumption that other coefficients are constant and exploit information of all defaults through time.

4 Out-of-sample

In this section, we will test the performance of the models out-of-sample through time. Our goal is to test how well the models perform on the firm-level and aggregate level. The former is important as we want to be able to use the models on a portfolio which contains an arbitrary subset of the firms in our sample. The latter is important as any bias at a point in time can affect the overall predicted default rate of a portfolio and subsequent modeling of other quantities using the default model.

As described in Duffie et al. (2009), our models are so-called doubly stochastic Poisson processes conditional on the frailty variables. That is, conditional on the covariates (and frailty variable path), we have piecewise exponentially distributed arrival times. However, we do not know the future covariates when we forecast apart from the value in the present month. We also do not know whether, and if so when, the firm will exit the sample due to other reasons than a default. What we will do is take both covariates and exits as given, i.e., in our risk set we include the firms up to and including the month where they exit due to a default or for other reasons. During this period we treat the firm as if it can default unconditional on that the firm will exit within our forecasting period. E.g., if a firm exits at the end of month 4 (due to exit or a default), then the firm is at risk for 4 months. This allows us to solely test our default models’ performance and not how well we can model the covariates in our model.7

We estimate $\mathcal{M}_1$ and $\mathcal{M}_3-\mathcal{M}_5$ up to January or July of a given year and then use the estimated models to forecast defaults for the following half-year. We quantify the model performance in two ways: First, we use the area under the receiver operator characteristic curve (AUC). It is a commonly used metric in the default literature and the AUC allows us to assess the firm-level performance. The interpretation of AUC is the fraction of correctly ordered firms in terms of whether or not they default within the six month period. Thus, it is the probability that a random firm in our sample with a default has a higher hazard than a random firm without a default. A value of 0.5 is random guessing and a value of 1 means that all firms with a default have a higher

---

7Evidence presented in Duan et al. (2012) suggests that a first order vector autoregression as in Duffie et al. (2007) may be inappropriate when modeling covariates. As remarked, modeling the high dimensional and non-fixed size set of covariate vectors (varying since the set of firms at-risk changes through time) is interesting, but not what we pursue in this paper.
Table 3: Number of breaches of the upper bounds of the prediction intervals in Figure 9(b).
The first row shows the number of strictly greater realized default rates and the second row shows
greater than or equal. The large difference between the two rows is due to low realized and expected
default rates in some periods. The last row shows the number of half-years in our out-of-sample
test.

<table>
<thead>
<tr>
<th></th>
<th>M_1</th>
<th>M_3</th>
<th>M_4</th>
<th>M_5</th>
</tr>
</thead>
<tbody>
<tr>
<td># breaches (&gt;)</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td># breaches (≥)</td>
<td>7</td>
<td>7</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td># periods</td>
<td>36</td>
<td>36</td>
<td>36</td>
<td>36</td>
</tr>
</tbody>
</table>

hazard than firms without a default. We compute the AUC of each model using the mean hazard
rates, which follow from the predicted default probabilities.

Secondly, we simulate the events conditional on the predicted default probabilities for each firm
using the models without frailty and use these to compute the industry-wide default rate for the
following half-year. Repeating this multiple times gives us a distribution for the predicted default
rate, and a correctly specified model should have decent coverage of the prediction interval of this
rate. To assess this we use that the upper bound of the prediction interval is similar to a 95% Value-
at-Risk but for the whole industry’s default rate. For the frailty models, we first have to sample a
(A_k, B_k)-pair from the so-called particle cloud (see Appendix A) of the last month of the estimation
period, simulate (A_{k+1}, B_{k+1}, ..., A_{k+6}, B_{k+6}) conditional on the sampled (A_k, B_k)-pair, and then
simulate the outcomes as we do for the models without frailty conditional on the sampled path
of the frailty variables. We do so as we need the entire paths of the frailty variables over the
following six months to forecast the likelihood of an event for a given firm. We emphasize that
the Monte Carlo EM algorithm, particle filter, and particle smoother only use the data available
up to and including the last month of the estimation period (time k) when estimating parameters
and forming the particle cloud.

The out-of-sample results are shown in Figure 9. The AUC in Figure 9(a) shows that the model
like in Duffie et al. (2007) (M_1) performs poorly in terms of firm-level performance relative to the
other models. The difference in AUC sometimes exceeds 0.05 compared to the other models, which
means that the latter models have more than a 5% higher fraction of correctly ordered firms by
whether they default or not. This is substantial. The second conclusion is that our final frailty
model (M_5), which allows for a time-varying slope of the relative log market size, does best 19 of
the 35 periods.

Next, we turn to the aggregate level performance. The industry-wide predicted default rates
show that M_5 is better in some periods in the sense that the median of the predicted rate is closer
to the realized, and in particular we notice the crisis in 2009 and last period from January to June
in 2016. However, it is not always true that the median of M_5 is closest to the realized default
rate. Table 3 shows the frequency of breaches of the upper bound in the prediction interval for the
industry-wide default rate, and from these figures we observe that both of the two random effect
models, M_4 and M_5, have coverage close to the 95% coverage level.

5 Conclusion

We have extended the hazard model of Duffie et al. (2007) by including additional covariates, a non-
linear effect for the idiosyncratic volatility, net income relative to total assets of the firm, and log
market value over total liabilities, and by adding an interaction between the idiosyncratic volatility
Figure 9: Out-of-sample performance. Figure (a) shows the out-of-sample AUC where $\phi$ is model $\mathcal{M}_1$, $\triangledown$ is $\mathcal{M}_3$, $\blacktriangleleft$ is $\mathcal{M}_4$, and $\blacklozenge$ is $\mathcal{M}_5$. The points are the values over the past half-year. The vertical bars are used to separate different time periods, the model with the highest AUC is in black, the model with the lowest AUC is in blue, and the rest are gray. Results for the half-year $t = 2006$ are absent as the half-year contains no defaults. Plot (b) shows the out-of-sample default rate along with 90% prediction intervals, where the upper bound is like a 95% Value-at-Risk but for the industry default rate. The symbols in the middle denote the median value and $\phi$ denotes the realized default rates. Gray areas are recession periods from National Bureau of Economic Research.
Table 4: Summary statistics for the covariates used in the monthly hazard models in Section 3. The right-most columns show the 1% and 99% quantiles, and means and standard deviations are computed after winsorizing. The current assets are deflated by the US Consumer Price Index.

<table>
<thead>
<tr>
<th>Covariate</th>
<th>Mean</th>
<th>Median</th>
<th>Standard deviation</th>
<th>1%</th>
<th>99%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance-to-default</td>
<td>5.834</td>
<td>5.294</td>
<td>4.144</td>
<td>-1.631</td>
<td>18.756</td>
</tr>
<tr>
<td>Log excess return</td>
<td>-0.057</td>
<td>-0.020</td>
<td>0.400</td>
<td>-1.516</td>
<td>0.964</td>
</tr>
<tr>
<td>Working capital / total assets</td>
<td>0.153</td>
<td>0.129</td>
<td>0.164</td>
<td>-0.168</td>
<td>0.607</td>
</tr>
<tr>
<td>Operating income / total assets</td>
<td>0.090</td>
<td>0.087</td>
<td>0.088</td>
<td>-0.220</td>
<td>0.362</td>
</tr>
<tr>
<td>Market value / total liabilities</td>
<td>1.657</td>
<td>1.035</td>
<td>1.927</td>
<td>0.012</td>
<td>11.686</td>
</tr>
<tr>
<td>Net income / total assets</td>
<td>0.032</td>
<td>0.042</td>
<td>0.103</td>
<td>-0.523</td>
<td>0.278</td>
</tr>
<tr>
<td>Total liabilities / total assets</td>
<td>0.631</td>
<td>0.615</td>
<td>0.189</td>
<td>0.237</td>
<td>1.358</td>
</tr>
<tr>
<td>Current ratio</td>
<td>1.836</td>
<td>1.602</td>
<td>1.042</td>
<td>0.421</td>
<td>6.432</td>
</tr>
<tr>
<td>Log current assets</td>
<td>5.117</td>
<td>5.076</td>
<td>1.546</td>
<td>1.686</td>
<td>9.026</td>
</tr>
<tr>
<td>Idiosyncratic volatility</td>
<td>0.023</td>
<td>0.020</td>
<td>0.013</td>
<td>0.007</td>
<td>0.078</td>
</tr>
</tbody>
</table>

and the current ratio. This yields much better out-of-sample ranking of firms by their riskiness. Despite these additions, the model still has issues with excess default clustering although we observe less evidence for excess clustering with a random effect as in Duffie et al. (2009) compared to the model without our additions. We show that this clustering cannot be modeled by adding a single frailty effect affecting all firms equally on the log-hazard scale, as otherwise argued by Duffie et al. (2009).

Instead, we add a time-varying random slope to the relative log market size of the firm, similar to the size effect in Lando et al. (2013). However, unlike the semi-parametric and non-parametric models used by Lando et al. (2013), our model is an extension of previous frailty models and thus it can be used for forecasting. We show that our frailty model fits much better in-sample and, furthermore, our out-of-sample test shows superior ranking of firms by riskiness.

We also present evidence for two non-linear effects of variables that are closely related to the Merton model. This finding corroborates the conclusion of Bharath and Shumway (2008) that the Merton model provides useful guidance for building default models but it is not sufficient.

We remark that our list of covariates may not be complete, and this may also be true for the covariates we model with non-linear association on the log-hazard scale, included interactions and frailty variables, and the assumed distribution of frailty variables. Despite this, our study highlights that the traditional assumption of linearity on the log-hazard scale, the assumption of no interactions, and the assumption of constant slopes within corporate default modeling are too strict in our sample. With this work we show how to easily relax these assumptions in the presented models, and the software we have developed is readily available for practitioners. See the appendix for details.

Time-varying size effects like the one we show have been observed in other data sets by Jensen et al. (2017), Filipe et al. (2016), but it is yet to be determined if this is a more general effect within corporate default models.
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Figure 10: Marginal effect of relative log market size and log current assets. Figure (a) shows the density of the relative log market size and log current assets. It shows that the two are correlated and the majority of the observations are along the diagonal. The density plot also shows that the two are not nearly perfectly correlated. Figures (b) and (c) show a tensor product spline from a generalized additive model with only the two variables included. The z-axis shows the log-hazard rate of default. The integral of the estimated density over the plotted surface is 99% and the colors of Figure (a) are added to the surface. We observe that along the diagonal in the $xy$-plane (the area where we have data) the log-hazards are higher for firms with higher current assets. The penalty parameter in the generalized additive model is chosen with an un-biased risk estimator criterion.

Figure 11: Estimated splines for the monthly frailty models. The inner dotted lines are from the model without frailty, $M_3$, the dashed lines are from the model with a random intercept, $M_4$, and the solid lines are from the model with a random intercept and random relative log market size slope, $M_5$. The splines are for the following covariates: (a) net income to total assets, (b) the idiosyncratic volatility, and (c) log market value to total liabilities. The $y$-axis is the effect of the covariate on the log-hazard scale and outer dotted lines are 95% confidence intervals for the model without frailty.
A Estimating Frailty Models

We will describe how the frailty models are estimated in this section. To do this, we start by defining the log-likelihood term for each firm. We will focus here on the continuous case where we observe the exact event times and the most general frailty model which is shown in Equation (6).

\[ l_i(A_{0:d}, B_{0:d}) = \sum_{k=1}^{d} \sum_{i: R_{ik}=1} y_{ik} \log \lambda_{ik}(x_{ik}, m_k, A_k, B_k, z_{ik}) - \lambda_{ik}(x_{ik}, m_k, A_k, B_k, z_{ik}) \Delta t_{ik} \]

where we observe \( d \) periods, \( A_{0:d} = (A_0, A_1, \ldots, A_d) \), and \( B_{0:d} = (B_0, B_1, \ldots, B_d) \). The complete data log-likelihood where we observe the frailty variables is

\[ \mathcal{L}(\alpha, \beta, \gamma, F, Q) = \phi \left( \left( \begin{array}{c} A_0 \\ B_0 \end{array} \right), 0, Q_0 \right) + \sum_{k=1}^{d} \phi \left( \left( \begin{array}{c} A_k \\ B_k \end{array} \right), F \left( \begin{array}{c} A_{k-1} \\ B_{k-1} \end{array} \right), Q \right) + \sum_{i=1}^{n} l_i(A_{0:d}, B_{0:d}) \]  

where we have \( n \) firms, \( \phi(\cdot; v, V) \) is the multivariate normal distribution density function with mean \( v \) and covariance matrix \( V \), and \( Q_0 \) is the time-invariant covariance matrix which is given by \( Q_0 = F Q_0 F^T + Q \). Direct maximization would require that we integrate \( Q_0 \) out of Equation (9) which is infeasible. An alternative is to employ an expectation maximization (EM) algorithm (Dempster et al. 1977). This is done by starting at some value \( \theta(0) = (\alpha(0), \beta(0), \gamma(0), F(0), Q(0)) \) and then computing

\[ H(\theta | \theta(0)) = E \left( \mathcal{L}(\alpha, \beta, \gamma, F, Q) \mid y_{1:d}, \theta(0) \right) \]  

where \( y_{1:d} = (y_1, y_2, \ldots, y_d) \), \( y_k = (y_{1k}, y_{2k}, \ldots, y_{nk}) \), and the expectation is w.r.t. \( A_{0:d} \) and \( B_{0:d} \). This is referred to as the E-step. Then, we find a new set of parameters by

\[ \theta^{(1)} = \arg \max_{\theta} H(\theta | \theta^{(0)}) \]

which is referred to as the M-step. The process is then repeated with \( \theta^{(1)} \) in place of \( \theta^{(0)} \) until a convergence criterion is reached.

In our case, Equation (10) has no closed-form solution. Instead, we use a Monte Carlo expectation maximization algorithm where the E-step is approximated by the particle smoother suggested by Fearnhead et al. (2010). A multivariate \( t \)-distribution approximation at a mode is used at each step of the algorithm as described by Pitt and Shephard (1999). The particle smoother uses an auxiliary particle filter which is also used to get the log-likelihood approximations shown in Table 2. The auxiliary particle filter also yields a discrete approximation of the density of \( (A_d, B_d) \) given the observed data. The approximation is a so-called particle cloud consisting of \( K \) \( (A_d, B_d) \)-pairs where each pair has a weight of its conditional probability relative to the other pairs in the cloud. The Wald tests are computed with an approximation of the observed information matrix obtained with the method suggest by Poyiadjis et al. (2011) with a particle filter as in Lin et al. (2005). The R (R Core Team 2018) package dynamichazard (Christoffersen 2019) contains implementations of the methods described above and the “Particle filters in the dynamichazard package” vignette in the package covers the methods in more details.
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