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RESUME

Systemisk risiko i Danske banker: Implementering af SRISK i en dansk kontekst

ABSTRACT

Systemic risk in Danish banks: Implementing SRISK in a Danish context
The market-based SRISK measure introduced in Brownlees and Engle (2015) is used to measure the level of systemic risk in Danish banks and the Danish financial sector as a whole for the period 2005-15. The systemic risk contribution for a bank is measured as its propensity to be undercapitalized when a crisis occurs, i.e. when the system as a whole is undercapitalized.
We find that SRISK was a very good predictor of which banks that needed public capital injections during the financial crisis of 2007-09 and that the market data generally provides useful information in times of crisis. According to SRISK, the Danish financial sector is well-capitalized as of end-2015.
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1. **INTRODUCTION**

We implement the systemic risk measure SRISK from Brownlees and Engle (2015) in a Danish context. SRISK combines information from market and accounting data and is used to measure the systemic risk in individual financial institutions and the financial sector as a whole.¹

Our notion of the systemic risk contribution of a particular financial institution follows Acharya et al. (2012b), namely as the expected amount an institution is undercapitalized when the financial system as a whole is undercapitalized. This definition is motivated by capital shortfalls of individual financial institutions becoming systemic mainly when the system as a whole is undercapitalized, as this can give rise to fire sales and restrictions in the credit supply.

SRISK uses publicly available information from financial institutions' balance sheets along with market data to estimate the capital shortfall institutions are expected to experience in a crisis. The use of market data separates SRISK from conventional balance sheet based stress tests. For instance, the market value of equity is used instead of the book value of equity. This ensures that the market’s forward-looking assessment of banks and their riskiness is incorporated in SRISK. Moreover, market data is available at a high frequency, ensuring that sudden shifts in systemic risk can be quickly detected. The downside is that SRISK can only be calculated for listed companies with sufficiently liquid shares.

The fact that SRISK can be computed using publicly and readily available data, makes it relatively inexpensive and quick to compute in comparison with regulatory stress tests. This has led different authors to use SRISK, along with other market-based risk measures, for computing estimates of capital shortfalls to complement and question the results from different regulatory stress tests, see among others Acharya et al. (2014), Acharya and Steffen (2014a) and Steffen (2015). The estimated total losses from SRISK and conventional stress tests are in general positively correlated (see e.g. Acharya et al. (2014) and Acharya and Steffen (2014b)). This suggests that SRISK can be used to rapidly assess the robustness under stress of financial institutions. However, the capital shortfall estimates obtained from SRISK in general differ substantially from those obtained with regulatory stress tests. One possible reason for this is the use of risk weights in regulatory stress tests. In contrast, SRISK only relies on the market’s assessment of risks in banks, illustrating how SRISK can be considered a market-based stress test.

This paper calculates SRISK for the four major listed banking groups operating in Denmark: Danske Bank, Jyske Bank, Sydbank and Nordea. We find that SRISK indicates a shortage of capital under stress during 2008 for all banks. The decrease in capitalization began in early 2007 and Danske Bank faced a capital shortage as early as February 2008 according to SRISK. The information from market data were a substantial driver behind the decrease in capitalization and the capital shortfall, underlining how SRISK is a market-based stress test. SRISK for the Danish financial sector reached its maximum in March 2009. This was just after Bank Rescue Package II (the "credit package") was adopted in Denmark. Among other things, the credit package allowed credit institutions that were deemed solvent to voluntarily apply for government-funded hybrid capital. We find that SRISK in most cases was able to predict the subsequent capital injections quite well and that SRISK provides early warning indications over and above what conventional risk-drivers provide.

Finally, the extension of SRISK, "Structural GARCH" (SGARCH), presented in Engle et al. (2014) has been incorporated into the modelling framework. This extension enables us to explicitly model the changes in equity volatility occurring due to changes in a firm’s capital structure. SRISK calculated using the Structural GARCH model appears to provide earlier signals regarding changes in capitalization, although the differences relative to the normal SRISK are quite small.

¹The Volatility Lab at New York University is already calculating SRISK for many international financial institutions (including some Danish). The results are updated weekly at [http://vlab.stern.nyu.edu/](http://vlab.stern.nyu.edu/).
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The purpose of SRISK is to measure the capital shortfall a financial institution is expected to experience in case of a crisis, cf. Brownlees and Engle (2015). SRISK attempts to model the market value of a financial firm’s assets in the case of a future crisis using information from both equity markets and balance sheets. A crisis is approximated with a general stock market crash. Hence, SRISK can be regarded as a market-based alternative to the conventional regulatory stress tests.

2.1 Calculating SRISK

SRISK for firm \( i \) at time \( t \) is defined by

\[
SRISK_{i,t} = E_t[CS_{i,t+h}|Crisis_{t+h}],
\]

where \( CS \) is short for "Capital Shortfall" and \( t + h \) is the future point in time at which the crisis occurs.

That is, SRISK measures the vulnerability of financial firms in the presence of a systemwide shock. There are other market-based measures in the literature that instead seeks to capture risk spill-overs from a particular firm to the system, one of the most popular being \( \Delta CoVaR \) introduced in Adrian and Brunnermeier (2011). As emphasized by Acharya et al. (2012a), the choice of model is essentially a question of causality, "Are firms weak because of the crisis, or does the crisis happen because the firms are weak?", Acharya et al. (2012a) p. 62. They argue that a systemic crisis and weak firms are jointly endogenous variables with no implication of causality. They further argue, that given the probability that some common shock is affecting both the firm and the market, it makes more sense to look at tests for weaknesses of individual firms as a function of market weakness. SRISK does exactly this.

To calculate SRISK, one needs to specify three things:

1. How to measure the capital shortfall.
2. How a crisis is defined.
3. How to relate the crisis and the capital shortfall, such that the capital shortfall conditional on a systemic event can be estimated.

Each of these three questions will be dealt with in separate sections below.

2.1.1 Measuring the capital shortfall

Following Brownless and Engle (2015), the capital shortfall for firm \( i \) at time \( t \) is defined by

\[
CS_{i,t} = k \cdot A_{i,t} - MV_{i,t},
\]

\[
= k \cdot (D_{i,t} + MV_{i,t}) - MV_{i,t},
\]

where \( MV_{i,t} \) is the market value of equity, \( D_{i,t} \) is the book value of debt and \( A_{i,t} = D_{i,t} + MV_{i,t} \) is what Brownlees and Engle (2015) denote as the "quasi assets" for firm \( i \) at time \( t \). The quasi assets can be interpreted as the equity market’s assessment of the firm’s assets, as the market value of the outstanding shares is used instead of the book value of equity. Finally, \( k \) is the prudential capital fraction, i.e. the minimal share of the quasi assets firm \( i \) is meant to fund using equity. Given that the current proposal from the Basel Committee of Banking Supervision is a leverage ratio of 3 pct., \( k = 3 \) pct. has been used when implementing SRISK in Danmarks Nationalbank and...
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will also be used for the remainder of this paper.\(^2\) With the current regulatory framework, capital requirements are based on risk weighted assets. Furthermore, the capital requirements are (to some extent) allowed to be met with other types of capital than equity, e.g. hybrid and subordinated debt. With SRISK, only the market value of equity is taken into account and the assets are not risk weighted per se. Instead, the market’s view on the riskiness of the assets is incorporated. The market’s view on riskiness is taken into account in two ways, 1) the more risk a financial institution is, the harder future cash-flows will be discounted. All else equal this will lead to a lower market value and lower capitalization. 2) The more risky a financial institution is, the more the market value will decrease in case of a crisis. This will lead to a lower capitalization in case of a crisis. In section 4.4 an implicit market-based risk weight capturing the risk from effect 2) will be calculated using SRISK. The fact that the market’s view on riskiness is incorporated, also implies that the capital requirement of 3 pct. of quasi asset cannot be interpreted as a leverage ratio. This is because the capital requirement has to be met in case of a crisis, implying that more capital than 3 pct. of quasi assets is needed during normal times in order not to be undercapitalized according to SRISK. How much more, depends on the degree of riskiness of the financial institution.

2.1.2 Definition of a crisis

The crisis in SRISK is defined to be a general stock market crash over the next \( h \) days of at least \( C \) percent

\[
C_r^{t,t+h} = \{ R_{M,t,t+h} \leq C \}.
\]

with \( R_{M,t,t+h} \) being the cumulative market return over the next \( h \) days.

However, after determining that this constitutes a crisis, one still needs to decide

a. Which stock market to consider?

b. How much should the market fall before the fall constitutes a crisis?

c. What is a reasonable time horizon for the market crash to occur over?

The choice of market depends on what stock market the model-developer believes is best at capturing the risks faced by the financial firms of interest. The focus of Danmarks Nationalbank is Danish financial firms, which seemingly makes a Danish index the obvious choice. However, as the leading Danish index (OMX C20 Cap) is dominated by a few firms, the evolution in this index might not be representative of the risks faced by financial firms.\(^3\) Another reason this index might not be ideal to use, is that the biggest Danish financial institution, Danske Bank, also has quite a large weight in OMX C20 Cap. This implies that some degree of covariation between the market and Danske Bank will exist per construction.

Alternatively, given that Denmark is a small open economy, many of the relevant risks would be captured using a broad European index (e.g. STOXX Europe 600). Using an index this broad, would also fit well with the rather diverse Danish financial sector (besides the actual bank, the Danske Bank group for instance includes an insurance subsidiary, a mortgage bank as well as foreign branches), since the chosen index ultimately should be broad enough to capture the risks that are judged to be relevant for the Danish financial sector as a whole. Therefore STOXX Europe 600 is our preferred index for calculating SRISK going forward.

\(^2\)Brownlees and Engle (2015) use the somewhat stricter \( k = 5.5 \) pct. for European financial institutions and \( k = 8 \) pct. for US financial institutions.

\(^3\)In fact, OMX C20 Cap was introduced in 2011 as a response to the very large weight obtained by a few firms in OMX C20, particularly the medical firm Novo Nordisk. However, the maximum weight in OMX C20 Cap is 20 pct. which still implies that e.g. Novo Nordisk is allowed to account for a large fraction of the index.
If one were to focus on a specific source of risk, a potentially relevant index to use as the market could be the one for European banks (EURO STOXX Banks). The interpretation of SRISK would then be the expected capital shortfall of Danish banks conditional on an European banking crisis. A relevant channel of risk in this case could be the linkages between Danish banks and dominant European banks. However, when focusing on sub-markets, a narrower set of risks are implicitly incorporated into the model relative to when using a broad market index. Hence, in SRISK, where the shock can only come from one factor, it might be too restrictive to focus on sub-markets. One way to address this issue could be to do as Engle et al. (2015), who introduce a multifactor model to explain the return-dynamics of financial firms. In such a setting, it could be interesting to introduce sub-markets, such as the one for European banks. In turn, this would make it possible to disentangle specific shocks (such as those to European banks) from more common shocks (e.g. to Danish growth prospects).

Regarding the size of the market crash (C) and the time horizon over which it occurs (h), Engle et al. (2015) use $C = -40\text{ pct.}$ and $h = 132$ trading days (6 months). As illustrated in Figure 2.1, this corresponds quite well to what was observed during the financial crisis for some relevant indices. Therefore, in order to mimic the stress experienced during the financial crisis, $C = -40\text{ pct.}$ and $h = 132$ days have been used when implementing SRISK in this paper. It should be noted, that the market return is evaluated at the end of the six months. This implies that the market could have decreased by 40 pct. before the six months and then rebounded, without this being designated as a crisis.

\[ \begin{align*}
  \text{SRISK}_{i,t} &= E_t[CS_{i,t+h}|\text{Crisis}_{t:t+h}] \\
  &= E_t[3\% \cdot (D_{i,t+132} + MV_{i,t+132}) - MV_{i,t+132}|R_{M,t:t+132} \leq -40\%].
\end{align*} \]

![Figure 2.1: 6M change in stock indices and Danish GDP, 2000-2015.](image)

The 6M change in nominal Danish GDP is also included in Figure 2.1. There appears to be some degree of comovement between stock prices and GDP, with stock prices tending to lead GDP. This indicates that the stress in SRISK is related to the macroeconomic stress used in many conventional balance sheet based stress tests.

### 2.1.3 Calculating the conditional capital shortfall

Using the earlier definition of SRISK along with the definitions of capital shortfall and a crisis, the following expression for SRISK can be written

\[ \begin{align*}
  \text{SRISK}_{i,t} &= E_t[CS_{i,t+h}|\text{Crisis}_{t:t+h}] \\
  &= E_t[3\% \cdot (D_{i,t+132} + MV_{i,t+132}) - MV_{i,t+132}|R_{M,t:t+132} \leq -40\%].
\end{align*} \]
That is, SRISK measures the capital shortfall relative to a capital requirement of 3 pct. of total assets in 6 months given that the stock market has decreased by 40 pct. What remains is to map the hypothetical stock market crash into the value of assets. I.e. to model how a hypothetical stock market crash would affect the value of debt and the market value of the firm. Brownlees and Engle (2015) make the simplifying assumption that the expected value of the debt will be unaffected by the crisis, i.e. that

$$E_t[D_{i,t+132}|R_{M,t:t+132} \leq -40\%] = D_{i,t}. \quad (6)$$

In practice, this assumption might not hold due to e.g. resolution regimes with bail-in or the use of hybrid debt. Both of these features could imply that the nominal value of debt will be downscaled when a financial institution is in trouble, leading to a decrease in the capital shortfall. Despite these drawbacks, the assumption in equation (6) makes the model a lot easier to work with. It has therefore also been adopted when implementing the model at Danmarks Nationalbank. Therefore a potential capital shortfall calculated using SRISK will tend to constitute an upper bound.

What remains, is to obtain an estimate of the expectation of the market value of the firm conditional on a general stock market crash. This can be split into two parts, one stating what the market value is today and a second containing the expectation of how many percent the market value will decrease conditional on a general stock market crash. Brownlees and Engle (2015) denote the latter the "Long Run Marginal Expected Shortfall" (LRMES). I.e.

$$E_t[MV_{i,t+132}|R_{M,t:t+132} \leq -40\%] = MV_{i,t} \cdot (1 + LRMES_{i,t}),$$

with $LRMES_{i,t} = E[R_{i,t:t+132} | R_{M,t:t+132} \leq -40\%]$.

Given that the market value can be observed in the market, what remains is an estimate of LRMES. To obtain this, an econometric model is needed. As financial markets are known to exhibit changing dynamics, it is essential to use dynamic models that are able to capture changing interdependencies and volatilities. The use of dynamic models is particularly important in this context, as the aim essentially is to measure the current degree of dependence between the stock market and a particular financial institution. Brownlees and Engle (2015) suggest using the "Dynamic Conditional Correlation" (DCC) model to model the time-varying dependence between the stock market and a particular financial institution. To model the time-varying variances for the univariate return series, they suggest using GARCH-models. The joint model is denoted the "GARCH-DCC model". To underline why the usage of dynamic models is a must when calculating SRISK, Brownlees and Engle (2015) compare SRISK results obtained when using different models for estimating LRMES. They find that SRISK-estimates obtained using the dynamic GARCH-DCC model Granger-causes SRISK-estimates using both static and other dynamic models. This lead them to conclude, that the GARCH-DCC model is the most appropriate model for modelling LRMES and SRISK, as it delivers the most timely signal.

Going forward, joint returns are assumed to be jointly normally distributed conditional on information until time $t - 1$. Importantly, both correlations and variances are allowed to vary over time. This implies that changes in the dependence structure between the stock market and a particular financial institution are captured by the general model stated in equation (7).

$$\begin{pmatrix} r_{i,t} \\ r_{M,t} \end{pmatrix} \mid \mathcal{F}_{t-1} \sim N\left( \begin{pmatrix} \mu_i \\ \mu_M \end{pmatrix}, \begin{pmatrix} \sigma^2_i \\ \rho_{i,t} \sigma_i \sigma_M \\ \rho_{i,t} \sigma_i \sigma_M \sigma_M \end{pmatrix} \right), \quad (7)$$

with $r_{i,t}$ being the daily return at time $t$, $\mu_i$ being the unconditional mean (it is assumed that the conditional and unconditional mean is the same) and $\sigma^2_i$ and $\rho_{i,t}$ being the conditional variance and correlation respectively. As mentioned, the variances are modelled using univariate GARCH-models and the correlations using a multivariate DCC-model.
2.1.4 Modelling the conditional variance

For modelling the conditional variances, an asymmetric GJR(1,1) model of Glosten et al. (1993) with Gaussian standardized residuals is chosen. That is, the conditional univariate returns are assumed to follow the process below. Note that the return-series are demeaned by subtracting the average. The demeaned series are denoted $\tilde{r}_j$.

\[
\begin{align*}
  r_{j,t} &= \mu_j + \tilde{r}_{j,t} \\
  \tilde{r}_{j,t} &= \sigma_{k,t} \cdot \epsilon_{j,t}, \quad \epsilon_{j,t} \sim \mathcal{N}(0, 1) \\
  \sigma_{j,t}^2 &= \omega_j + (\alpha_j + \gamma_j \cdot \mathbb{1}_{\tilde{r}_{j,t-1} < 0}) \cdot \tilde{r}_{j,t-1}^2 + \beta_j \cdot \sigma_{j,t-1}^2,
\end{align*}
\]

for $j = i, M$.

The above model captures stylized facts for equity returns such as volatility clustering, fat tails and negative skewness.

2.1.5 Modelling the conditional correlation

To allow for features such as time-varying correlations and "correlation-clustering", a DCC-model (see Engle (2009) for a thorough introduction to the DCC-model) is used for modelling the conditional correlations. With the DCC-model, the so-called "pseudo-correlations", $Q_{i,t}$, are modelled by

\[
Q_{i,t} = (1 - \alpha_{ic} - \beta_{ic}) S_i + \alpha_{ic} \left( \begin{array}{c} \epsilon_{i,t-1} \\ \epsilon_{M,t-1} \end{array} \right) \left( \begin{array}{c} \epsilon_{i,t-1} \\ \epsilon_{M,t-1} \end{array} \right)' + \beta_{ic} Q_{i,t-1}.
\]

To ensure that an actual correlation matrix is obtained (i.e. one with 1’s on the diagonal and the correlations as the off-diagonal elements), $Q_{i,t}$ is normalized as below.

\[
\text{Corr} \left( \begin{array}{c} \epsilon_{i,t-1} \\ \epsilon_{M,t-1} \end{array} \right) = R_{i,t} = \left( \begin{array}{cc} 1 & \rho_{i,t} \\ \rho_{i,t} & 1 \end{array} \right) = \text{diag}(Q_{i,t})^{-1/2} Q_{i,t} \text{diag}(Q_{i,t})^{-1/2},
\]

with $R_{i,t}$ being the dynamic correlation matrix capturing the linear dependence between firm $i$ and the stock market and $\text{diag}(Q_{i,t})$ being a diagonal matrix only containing the diagonal elements of $Q_{i,t}$. The parameters are restricted to ensure that the conditional correlation matrix is positive definite.

2.1.6 Estimation

Combining the assumption of conditional joint Normality of the returns with the GARCH- and DCC-equations above, the log-likelihood of the demeaned data set, \{\tilde{r}_1, ..., \tilde{r}_T\}, can be written as

\[
L = -\frac{1}{2} \sum_{t=2}^{T} \left( 2 \cdot \log (2\pi) + \log |H_t| + \tilde{r}_t' H_t^{-1} \tilde{r}_t \right),
\]

with $H_t$ being the dynamic covariance matrix in equation (7).

The parameters can be estimated using two approaches. The first is the time-consuming one-step approach, in which the full likelihood is maximized. Alternatively, the likelihood can be maximized in two steps, by first estimating the parameters in the univariate GARCH-models, and then using the estimated standardized residuals for estimating the parameters in the DCC-model. Engle (2009) explains how the two-step approach is consistent and in most cases will be very close to the one-step approach. As the two-step approach is less time-consuming than the one-step approach, we use the two-step approach in this paper.
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2.1.7 Estimating LRMES

Using the GARCH-DCC model introduced above, one can obtain a model for tomorrow’s joint firm and market returns conditional on past information. That is, the best current estimate for the dependence structure between the market and the firm given the available information. What remains, is to use this model for estimating the LRMES. I.e. estimating how much a given financial institution will lose in market value conditional on a general stock market crash of 40 pct. in 6 months.

\[ LRMES_{i,t} = E_t \left[ R_{i,t+132} \mid R_{M,t+132} \leq -40\% \right]. \]

Brownlees and Engle (2015) suggest using a stepwise simulation based procedure, in which the estimated GARCH-DCC model is used to obtain the LRMES predictions. Before going through the steps, it is worth noting that the standardized innovation for firm \( i \) conditional on the market innovation is given by

\[ \varepsilon_{i,t} = \left( \frac{r_{i,t} - \mu_i}{\sigma_{i,t}} - \rho_{it} \frac{r_{M,t} - \mu_M}{\sigma_{M,t}} \right) / \sqrt{1 - \rho_{i,t}^2}. \]  

This is a consequence of the joint return series being assumed to follow a conditional Gaussian distribution (see equation (7)). Equation (8) is used several times during the stepwise procedure, which is explained below.

1. Construct the GARCH-DCC standardized innovations. Note that we are using log-returns throughout this paper.

\[ \varepsilon_{M,t} = \frac{r_{M,t} - \mu_M}{\sigma_{M,t}} \quad \text{and} \quad \varepsilon_{i,t} = \left( \frac{r_{i,t} - \mu_i}{\sigma_{i,t}} - \rho_{it} \frac{r_{M,t} - \mu_M}{\sigma_{M,t}} \right) / \sqrt{1 - \rho_{i,t}^2}, \]

for \( t = 1, \ldots, T \).

2. Sample with replacement \( S \times h \) pairs of standardized innovations, \([\varepsilon_{M,t}, \varepsilon_{i,t}]\). This provides one with \( S \) pseudo-samples of length \( h \) (i.e. 6 months) of the GARCH-DCC innovations.

3. Plug the pseudo-sample of the market innovations, \([\varepsilon_{M,T+l}^s]_{l=1,\ldots,h}\) for each of the \( s = 1, \ldots, S \) samples recursively into the GJR(1,1) model estimated for the market earlier, while using \( \sigma_{M,T}^2 \) as initial value. This yields \( S \) simulated paths of returns for the market.

4. Use the parameters from the DCC-model to calculate \( \rho_{i,T+1}^s \) for each of the \( S \) pseudo-samples where the market decreased by at least 40 pct. after 6 months

5. Calculate the standardized residual for firm \( i \) using

\[ \varepsilon_{i,T+1}^s = \varepsilon_{i,T+1}^s \sqrt{1 - (\rho_{i,T+1}^s)^2} + \rho_{i,T+1}^s \varepsilon_{M,T+1}. \]  

6. Use the demeaned return and standardized residual from period \( T \) as inputs in the GJR(1,1)-model estimated for firm \( i \) to calculate the conditional variance for firm \( i \), \( (\sigma_{i,T+1}^s)^2 \).

7. The period \( T + 1 \) return for firm \( i \) can now be calculated as

\[ r_{i,T+1}^s = \sqrt{(\sigma_{i,T+1}^s)^2 \varepsilon_{i,T+1}^s + \mu_i}. \]
8. Undertake step 4-7 recursively for $T + l$, with $l = 2, \ldots, h$ to obtain daily returns for the samples where the market has decreased by at least 40 pct.

$$[r_{i,T+l}^s]_{l=1,\ldots,h} \mid \mathcal{F}_T, \ s = 1,\ldots,S.$$

9. Calculate the arithmetic return for each simulated path as

$$R_{i,T:T+h}^s = \exp \left( \sum_{l=1}^{h} r_{i,T+l}^s \right) - 1.$$

10. Finally, calculate LRMES as the average return for firm $i$ given the market has decreased by at least 40 pct. To ensure that some extreme observations do not affect the LRMES too much, LRMES is calculated when disregarding the 1 pct. lowest and highest returns for firm $i$.

$$LRMES_{i,T} = \frac{\sum_{s=1}^{S} R_{i,T:T+132}^s \cdot 1_{\{R_{M,T+132} <- 40\% \}}}{\sum_{s=1}^{S} 1_{\{R_{M,T+132} <- 40\% \}}}.$$

Figure 2.2 illustrates the 6 month return for 50,000 simulations for the STOXX Europe 600 and Danske Bank. The data is simulated by estimating a GARCH-DCC model and then following the simulation procedure described above. Besides illustrating how relatively few simulations generate market returns below -40 pct. (illustrating how many simulations are needed to compute LRMES) the chart also illustrates several other points. First, the positive correlation between STOXX Europe 600 and Danske Bank (see Table 3.1 in Section 3) implies that the simulated returns are also positively correlated. Second, the higher volatility of the Danske Bank share leads to a wider distribution of Danske Bank returns than that of the market returns. Essentially, LRMES is the average of the observations stated in the chart on the left hand side, which are mostly negative due to the positive correlation between STOXX Europe 600 and Danske Bank.

Essentially, SRISK combines the equity market's assessment today of a given financial institution (through using the market capitalization of an institution instead of the book value of equity) with the information obtained from LRMES to evaluate the capitalization of a financial institution in case of a crisis. Having an idea of what risks LRMES capture are therefore essential to understand the risks SRISK capture. As illustrated below, LRMES is a function of both an institution’s $\beta$ (it’s systematic risk), the equity market’s expected shortfall as well as the institution’s joint tail risk with the market, i.e. its tendency to crash if the market crashes. The use of dynamic econometric models allow both effects to vary over time.

To illustrate this more formally, Benoit et al. (2013) evaluate LRMES for a one-period market decrease of $c$ pct. (which they denote the "Marginal Expected Shortfall", MES) and find the following closed form expression (this can also be derived using equations, (9), (10) and (11))

$$MES_{i,t} = \mathbb{E}_{t-1}\left[ r_{i,t} \mid r_{M,t} < \frac{c}{\sigma_{M,t}} \right]$$

$$= \sigma_{i,t} \cdot \rho_{i,t} \cdot E_{t-1}\left[ \epsilon_{M,t} \mid \epsilon_{M,t} < \frac{c}{\sigma_{M,t}} \right] + \sigma_{i,t} \cdot \sqrt{1 - \rho_{i,t}^2} \cdot E_{t-1}\left[ \epsilon_{i,t} \epsilon_{M,t} < \frac{c}{\sigma_{M,t}} \right]$$

$$= \frac{\sigma_{i,t}}{\sigma_{M,t}} \cdot \rho_{i,t} \cdot E_{t-1}\left[ \frac{\epsilon_{M,t}}{\sigma_{M,t}} \mid \epsilon_{M,t} < \frac{c}{\sigma_{M,t}} \right] + \sigma_{i,t} \cdot \sqrt{1 - \rho_{i,t}^2} \cdot E_{t-1}\left[ \epsilon_{i,t} \epsilon_{M,t} < \frac{c}{\sigma_{M,t}} \right]$$

$$= \beta_{i,t} \cdot E_{t-1}\left[ r_{M,t} \mid r_{M,t} < c \right] + \sigma_{i,t} \cdot \sqrt{1 - \rho_{i,t}^2} \cdot E_{t-1}\left[ \epsilon_{i,t} \epsilon_{M,t} < \frac{c}{\sigma_{M,t}} \right].$$
Under the assumption of joint normality (see equation (7)) the last term will be zero. That is, under the distributional assumption in equation (7)\(^4\), MES is essentially a function of the systematic risk of a firm; \(\beta_{i,t}\), and the expected shortfall of the market: \(E_{t-1}[r_{M,t} \mid r_{M,t} < c]\). However, if there is tail dependence in the data not captured by the distribution in equation (7), then \(E_{t-1}[\epsilon_{i,t} \mid \epsilon_{M,t} < \frac{c}{\sigma_{M,t}}]\) will enter with a non-zero value. Given that SRISK (and LRMES) intends to measure systemic, and not systematic, risk it would be a bit unfortunate if \(E_{t-1}[\epsilon_{i,t} \mid \epsilon_{M,t} < \frac{c}{\sigma_{M,t}}]\) was indeed zero.

However, since the empirical distribution of \([\epsilon_{M,t}, \epsilon_{i,t}]_{t=1,...,T}\) is used, the distribution in equation (7) is not imposed on the data, implying that (LR)MES is not necessarily described entirely by the systematic risk of the firm and the expected shortfall of the market.\(^5\) To investigate whether there is any lower tail dependence between \(\epsilon_{M,t}\) and \(\epsilon_{i,t}\), Figure 2.3 plots the mean of \(\epsilon_{\text{Danske Bank},t}\) conditional on \(\epsilon_{M,t}\) being below certain thresholds. If the assumption of joint normality is correct, we would observe \(E[\epsilon_{i} \mid \epsilon_{M} < c] = E[\epsilon_{i}] = 0\) due to independence. In contrast, the chart illustrates how there appears to be some lower tail dependence in the empirical distribution for \([\epsilon_{M,t}, \epsilon_{i,t}]_{t=1,...,T}\). Cf. that the conditional average of \(\epsilon_{i,t}\) is substantially lower than its average of 0 when the market innovation is −3 standard deviations or lower. Although the market innovation is only this low for a minor part of the sample (0.5 pct. for the present dataset), it is these innovations that are relevant when simulating the paths in which the market decreases by at least 40 pct. In sum, this suggests that the assumption of \(E_{t-1}[\epsilon_{i,t} \mid \epsilon_{M,t} < \frac{c}{\sigma_{M,t}}] = 0\) is not correct and that the (LR)MES of a given firm is not solely determined by the firm’s systematic risk and the

\(^4\)Or other elliptical distributions in which the dependence between two return series is captured entirely by their correlation.

\(^5\)When assuming that the joint returns are normally distributed, one implicitly assumes that \(\epsilon_{i,t}\) and \(\epsilon_{M,t}\) are independent, since the correlation between the standardized residuals fully captures the entire dependence structure. However, when using the empirical distribution one allows for tail dependence, implying that \(E_{t-1}[\epsilon_{i,t} \mid \epsilon_{M,t} < \frac{c}{\sigma_{M,t}}]\) is allowed to differ from 0.
market’s expected shortfall due to tail dependence in the data. It also illustrates how the model is relatively flexible, and is able to capture features such as time-varying tail dependence in the data.

![Figure 2.3: Expectation of standardized Danske Bank innovation conditional on market standardized innovation.](image)

**Note:** Data from 1 January 1999 to 26 November 2015 have been used. The market is STOXX Europe 600.

**Source:** Bloomberg and own calculations.

### 2.1.8 Summing up: Comparing SRISK with balance sheet based stress tests

In conclusion, SRISK is quick and relatively inexpensive to update due to the usage of publicly available information and the computationally efficient models and simulation procedures described earlier. This is in contrast to regulatory stress tests, where data gathering can be cumbersome for both banks and regulators.

Furthermore, the use of market data implies that all publicly available information as well as the market’s expectations towards future events are incorporated in SRISK. Also, SRISK only depends on the market’s assessment of the riskiness of the banks, the Basel risk weights are not incorporated. One of the arguments for this, is that the risk weights of IRB-banks ("Basel risk weights") could be subject to model risk or even outright manipulation (Grill et al. (2015)). These potential flaws of conventional risk-weighted capital ratios are not present in SRISK. Besides aggregating information, market data also has the advantage of being available with a high frequency, ensuring that SRISK can be updated more frequently than regulatory stress tests. Finally, using a broadly based market decline as the stressscenario implies that a lot of factors can give rise to stress in banks. As a consequence, it becomes more difficult for banks to "adjust" to the outcome in SRISK, such that they look more robust than they are in reality. Something which they might be able to with regulatory stress tests where the scenarios are easier to predict and adjust to (Glasserman et al. (2015)).

Although there are several advantages related to using SRISK, some words of caution are in place as well. For instance, given the reliance on market data, SRISK cannot be calculated for non-listed institutions nor does it provide meaningful results for banks with illiquid shares, as the dependence with the market would be difficult to measure. In relation to this, model risk should also be mentioned. I.e. the uncertainty related to what actually constitutes the data generating process. Daníelsson et al. (2015) criticize the marginal expected shortfall (MES) measure for being prone to model risk, by illustrating how MES-estimates differ substantilly depending on what econometric model is used, particularly around times of crisis where they are most important. Model risk will
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always be present. However, the relatively flexible and dynamic model and simulation procedure used by Brownlees and Engle (2015) and reused in this paper, should reduce problems related to model risk.\(^6\)

Another point worth mentioning, is that the aggregating nature of market data makes it difficult to pinpoint specific weaknesses for banks that, according to SRISK, are short of capital. In our view, this implies that SRISK (and other market-based measures) can only complement (not replace) conventional balance sheet based stress tests, as the latter can be used to pinpoint specific weaknesses of banks and their business models. In relation to this, it is also worth mentioning that the aggregating property of market data implies that potential new sources of weaknesses (e.g. cyber risk) might be captured by a firm’s market value, while it might not be captured when using conventional risk models. In our view, this is a major advantage of the aggregating property of market data. However, regulatory stress tests can also reveal information unknown to the markets. Different studies (see e.g. Morgan et al. (2014) for the US and Petrella and Resti (2013) for Europe) find that stress test results affect stock prices for the banks and serve a role in mitigating issues related to bank opacity. This again illustrates how market-based measures can only complement regulatory stress tests.

Finally, market data tend to exhibit some degree of procyclicality, e.g. due to changing risk premias without these changes necessarily being driven by fundamentals. Hence, there is the risk that banks could appear too well-capitalized in good times and vice versa. However, this is also a risk with e.g. balance sheet based stress tests and when using Basel risk weights, as these could attach too much weight to recent events. Instead, one advantage of using high-frequency market data is, as mentioned, that new information is incorporated quickly such that "misperceptions" by the market can be corrected in a short period of time. Importantly, both market-based and regulatory stress tests do not say anything about the likelihood of a crisis - only the capitalization given a crisis.

A point raised by Brownlees and Engle (2015) is that off-balance exposures are not explicitly included in SRISK. However, if the off-balance exposures are of a certain size and the market attaches some probability to the associated risks materializing, the stock price of the firm and the comovement with the market should be impacted. Hence, we would expect that off-balance exposures are in most cases indirectly incorporated where they matter.

The abovementioned points suggest that SRISK is a nice complement to regulatory stress tests, providing regulators with a quickly available and up-to-date market-based estimate of the capitalization under stress of listed banks. In accordance with this, Acharya and Steffen (2014a) use SRISK (among other stressed and unstressed capital shortfall measures) to provide initial estimates of which banks that most likely would need capital under the subsequent "Comprehensive Assessment" performed by the ECB and published in October 2014.\(^7\) After the results were published, Steffen (2015) used different market-based measures (including SRISK) to evaluate whether subsequent measures undertaken by banks exhibiting capital shortfalls under the comprehensive assessment appeared to have had any effect according to the financial markets.

As explained in-depth in Section 4.4, there are relatively large discrepancies between the riskiness of a bank when measured using the Basel risk weights or using the market’s assessment. In turn, this implies that capitalization under stress measured using SRISK and regulatory stress tests tend to differ somewhat. However, SRISK provides estimates of the loss conditional on a crisis, which appears to be somewhat similar to the total losses obtained in regulatory stress tests.

---

\(^6\) As mentioned earlier, Brownlees and Engle (2015) found that the GARCH-DCC model tended to produce SRISK estimates that Granger-caused estimates obtained using alternative models. This suggests that the DCC model is a good model to use when calculating SRISK.

\(^7\) See https://www.ecb.europa.eu/press/pr/date/2014/html/pr141026.en.html for the results of the AQR.
3 Data

The empirical analysis focus on the three Danish banking groups: Danske Bank A/S, Sydbank A/S and Jyske Bank A/S along with the Nordic banking group, Nordea Bank AB. All three Danish institutions and the Danish subsidiary of Nordea Bank AB have been designated SIFIs by the Danish authorities. They were behind approximately 60 pct. of total lending and Danske Bank, Sydbank and Jyske Bank alone had assets worth more than 200 pct. of Danish GDP per 30 June 2015. Since SRISK requires stock prices and market values as inputs, it is only possible to consider the banks at group level. However, since transfers within a group are possible if parts of it are failing, it may be the most appropriate to look at vulnerabilities at the group level. Going forward, the terms "banks" and "banking groups" will be used interchangeably.

To compute SRISK, three things are required. 1) Market capitalization for the financial institutions of interest, 2) stock prices for the banks and the stock market index of interest and 3) the book value of debt. The market capitalization and stock prices are extracted from Bloomberg. As much data as is available has been extracted for each bank. All series are daily closing values in Euros which subsequently have been converted into DKK using exchange rate data from Danmarks Nationalbank. The time series for total debt mainly stems from SNL financial. However, gaps in time series have been filled out with data from Bloomberg, when available. When computing LRMES, return-data from 3 January 1999 to 26 November 2015 has been used. SRISK has been computed on a monthly basis for the period January 2005 - November 2015.

### Table 3.1: Summary Statistics

<table>
<thead>
<tr>
<th></th>
<th>Danske Bank</th>
<th>Jyske Bank</th>
<th>Sydbank</th>
<th>Nordea</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Returns</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Annualized Return</td>
<td>7.60 %</td>
<td>11.04 %</td>
<td>15.25 %</td>
<td>9.39 %</td>
</tr>
<tr>
<td>Annualized Volatility</td>
<td>31.58 %</td>
<td>28.29 %</td>
<td>26.76 %</td>
<td>35.86 %</td>
</tr>
<tr>
<td>Skewness</td>
<td>0.17</td>
<td>0.31</td>
<td>0.00</td>
<td>0.60</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>5.99</td>
<td>5.77</td>
<td>12.38</td>
<td>6.49</td>
</tr>
<tr>
<td>Max Drawdown</td>
<td>-86.75 %</td>
<td>-81.74 %</td>
<td>-80.81 %</td>
<td>-71.41 %</td>
</tr>
<tr>
<td>Correlation with SXXP</td>
<td>54.15 %</td>
<td>43.93 %</td>
<td>46.88 %</td>
<td>67.06 %</td>
</tr>
<tr>
<td><strong>Leverage ratio</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Today</td>
<td>5.50 %</td>
<td>5.67 %</td>
<td>11.42 %</td>
<td>6.07 %</td>
</tr>
<tr>
<td>Average</td>
<td>4.53 %</td>
<td>7.71 %</td>
<td>8.37 %</td>
<td>6.43 %</td>
</tr>
<tr>
<td>Min</td>
<td>0.67 %</td>
<td>2.03 %</td>
<td>2.58 %</td>
<td>1.97 %</td>
</tr>
<tr>
<td>Max</td>
<td>11.70 %</td>
<td>16.36 %</td>
<td>16.70 %</td>
<td>18.11 %</td>
</tr>
<tr>
<td><strong>Market value (bDKK)</strong></td>
<td>185.6</td>
<td>30.2</td>
<td>16.7</td>
<td>313.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Note:</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>a Defined as market value of equity divided with the value of the quasi assets.</td>
</tr>
<tr>
<td>b For 26 November 2015.</td>
</tr>
</tbody>
</table>

Summary statistics for the return-series as well as for leverage and market capitalization are stated in Table 3.1. As illustrated, the return-series all have fat tails and are skewed (with the exception of Sydbank). Also, they have exhibited an average correlation of around 50 pct. with the STOXX Europe 600 for the period 1999 - 2015. The figures for the market-based leverage as of today, are around 6 pct. for Danske Bank, Jyske Bank and Nordea while it is above 11 pct. for Sydbank. The marked-based leverage was below 3 pct. for all banks during the financial crisis, implying that the capital requirement in SRISK would have been violated even with a LRMES of...
In terms of market capitalization, Nordea and Danske Bank are by far the biggest banks in the sample, with market values of equity of around 313 and 185 billion DKK per 26 November 2015, respectively.
4 Results

4.1 Calculating SRISK for individual financial institutions

To evaluate the historical capital adequacy of banks relevant for the Danish financial sector, the capital surplus relative to quasi assets\(^{10}\) is pictured in Figure 4.1 for the four banks: Danske Bank, Sydbank, Jyske Bank and Nordea.\(^{11}\)

The figure illustrates how, according to SRISK, all four banking groups experienced a capital shortfall under stress relative to the capital requirement of 3 pct. of quasi assets, during the financial crisis. Danske Bank experienced a capital shortage as early as February 2008. Common for all four banking groups was that their capital surplus, according to SRISK, started to decline in the late spring of 2007.

According to SRISK, the capital needed in case of a new severe shock reached a maximum in March 2009 for all four institutions under consideration. The aggregate capital shortfall under stress corresponded to around 160 billion Danish kr. (8.8 pct. of GDP in 2008). During the European sovereign debt crisis several of the banks also exhibited capital shortages according to SRISK. In the latter years, SRISK indicates that the capitalization of the banks has improved substantially.

Some additional points regarding the development in SRISK are worth mentioning. First, the sharp decrease in capital surplus relative to the quasi assets for Jyske Bank during 2014 stands out. This is due to the merger between Jyske Bank and the Danish mortgage bank BRFkredit on the 30th of April 2014. This led to a substantial increase in both debt as well as in market value for the Jyske Bank group. However, as BRFkredit as a mortgage bank is a relatively low risk firm, it has a higher leverage than Jyske Bank. This led to a higher leverage for the Jyske Bank group following the merger. Over time, we would expect to see a decrease in LRMES for the Jyske Bank group, given that the average riskiness in the group should decrease following the merger.

\(\text{Note: } \text{Capital surplus in pct. of assets has been calculated as } -\frac{\text{SRISK}_{i,t}}{\text{MV}_{i,t} + D_{i,t}}.\)

Observations have a monthly frequency and are illustrated as a three month moving average. The market is STOXX Europe 600.

Second, the capital shortfall during the financial crisis peaked in March 2009, shortly after Bank rescue package II (the "credit package") was adopted. The credit package allowed, under certain

\(^{10}\)The quasi assets are defined as the book value of debt plus the market value of equity.

\(^{11}\)Note that Nordea is a Nordic bank with a Danish subsidiary. The entire banking group, including subsidiaries, is considered in this analysis.
conditions, solvent credit institutions to apply for government funded capital injections in the form of hybrid core capital. In total, 43 credit institutions received government capital injections for a total of 46 billion DKK. Of the three purely Danish banks considered so far, only Danske Bank received capital injections under the credit package. However, both Sydbank and Jyske Bank applied for capital injections under the credit package, but subsequently never chose to exercise their option to receive a capital injection as conditions on capital markets improved during 2009. Instead they were both able to improve their capitalization through issuing shares in the private market. Hence, all three Danish banks appeared to be short of capital during 2009, as SRISK also indicates. To investigate the usefulness of SRISK in a more thorough manner, we investigate whether SRISK had any explanatory power in predicting the capital injections under the credit package on a broader sample than what we have considered so far. This is done in the following subsection.

4.1.1 Evaluating the predictive power of SRISK during the credit package

Data for 17 listed banking groups with shares deemed sufficiently liquid have been extracted using the same approach as in Section 3 for the period 1 January 2005 to 31 December 2008. 9 of these received government funded capital injections under the credit package.

To evaluate the predictive power of SRISK, the average SRISK for a given bank from 2008Q4 has been compared with whether or not the bank applied and subsequently received a capital injection under the credit package. The application deadline for receiving a capital injection under the credit package was 30 June 2009 and the applications had to be processed by year-end 2009 (Rangvid et al. (2013)). Hence, using the average SRISK from Q4 2008 ensures that we are in fact evaluating the predictive performance of SRISK. Table 4.1 illustrates how SRISK correctly predicted a capital shortfall for 7 out of the 9 banks that received capital in the sample. In total, one would have made a correct prediction in 14 out of 17 cases if SRISK had been used to predict whether or not a bank would apply for a capital injection under the credit package. However, the three type I and type II errors are made for banks that have a borderline capital surplus (in two cases) or shortfall (in one case) according to SRISK, cf. Table A.1 in the appendix. This indicates that SRISK is not too far of for any of the banks in predicting whether or not they subsequently received capital injections under the credit package. That is, SRISK performs well in ranking the institutions according to whether or not they subsequently received a government funded capital injection. Another interesting question, is whether SRISK provided any information on what

---

12See e.g. Section 12.3.2 in Rangvid et al. (2013) for a more thorough description of the package.
13See Table A.1 in the appendix for an overview of the banks.
14Defined as financial institutions where changes in stock prices occurred on more than 75% of the trade-dates between 1 January 2005 to 31 December 2008. The requirement led to the exclusion of 10 banks from the original sample of 27 banks.
15Capital injections have been extracted from Rangvid et al. (2013). Note that Fionia Bank has also been included as receiving capital injections. This despite it did not receive any capital injections under the credit package. However, it did receive a capital injection of 790 mDKK from the public entity “Finansiel Stabilitet” on 22 February 2009, which is why we nevertheless include it.
16It should be emphasized that the capital injections received as part of the credit package reflect a capital need that the banks in question would have had difficulties obtaining on better terms on the private market. Naturally, a bank in this situation would have been regarded to be worse off by the market than a bank able to raise capital on its own. Nevertheless, it might still be the case, that some banks in need of capital were able to raise capital in the private market on better terms. For instance, the one bank deemed to be short of capital in Q4 2008 by SRISK that did not raise capital as part of the credit package, Sydbank, obtained a proceed of 855 mDKK by issuing shares in the private market on 15 September 2009. This is not taken into account with the present analysis, although one could argue it still reflected as shortage of capital. The same goes for Jyske Bank, that, according to SRISK, started to exhibit a capital shortfall under stress late in 2008, and subsequently obtained a proceed of 1,188 mDKK by issuing shares in November 2009. As already mentioned, both these banks initially applied for a capital injection under the credit package, but later chose not to exercise the option to receive a capital injection.
Table 4.1: SRISK vs. Capital injections under the credit package.

<table>
<thead>
<tr>
<th>Capital injectiona</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRISKb &gt; 0</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>&lt; 0</td>
<td>2</td>
<td>7</td>
</tr>
</tbody>
</table>

\(^a\) Performed under the credit package.
\(^b\) Measured as the average SRISK Q4 2008.

**Note:** Bold text indicates a correct prediction.

**Source:** SNL, Bloomberg, Rangvid et al. (2013) and own calculations.

banks that would subsequently become distressed. In total 3 of the 17 banks became distressed during the financial crisis, Amagerbanken, Fionia Bank A/S and Max Bank (cf. Rangvid et al. (2013)). When ranking the 17 banks according to their capital need calculated using SRISK these banks ranked as number 1, 3 and 4, cf. Table A.1 in the appendix. This further illustrates how SRISK is useful in predicting capital shortage and distress in banks.

To utilize that we also observe how much government funded capital credit institutions received - and not just whether or not a credit institution received capital - we follow Brownlees and Engle (2015) in estimating a Tobit model. The Tobit model allows us to explain the size of the capital injections with SRISK and other explanatory variables. The reason for using the Tobit model, is that it takes into account that capital injections only are observed if they are above zero. That is, we only observe variation in the size of the capital injections if a bank actually applied for, and subsequently received, a capital injection.

Formally, we assume that the capital injection received by firm \( i \) in 2009 under the credit package (denoted by \( CI_i \)) is determined as

\[
CI_i = \max(0, CI_i^*).
\]

With \( CI_i^* \) being a partly unoberved variable that is assumed to follow

\[
CI_i^* = \alpha + \beta \cdot SRISK_i + \gamma'x_i + \epsilon_i,
\]

where \( SRISK_i \) is measured as the average SRISK for 2008Q4 for bank \( i \), \( x_i \) is a vector of control variables and \( \epsilon_i \) is a normally distributed error term that is independent of the explanatory variables. As control variables, we use (all from year-end 2008) an institution’s book value of assets, it’s CET1 ratio, asset writedowns in 2008 as a share of the book-value of equity from year-end 2008, the price-to-book ratio and the return on average assets in 2008. These variables have been chosen as they are frequently used indicators of a bank’s health.

The results from the estimation are stated in Table 4.2. The first column contains the coefficients from the estimated Tobit model including all the control variables. The coefficient on SRISK is positive and significant on a 5 pct. significance level. The value of 0.63 suggests that an increase of 1 mDKK in SRISK predicted an increase of 0.63 mDKK in capital injections under the credit package. It is also worth noting that coefficient on the price-to-book ratio is insignificant suggesting that SRISK is not only a mirror image of the easily available price-to-book ratio. The second column contains coefficients from a Tobit model without SRISK. Interestingly the root mean squared error (RMSE) increases by 60 pct., illustrating how the fit of the model worsens considerably when the information from SRISK is not taken into account. The third column shows the estimated coefficients after removing very insignificant variables one by one, yielding the most compressed
Table 4.2: Capital injections under the credit package and SRISK.

<table>
<thead>
<tr>
<th>Model</th>
<th>Sample</th>
<th>Tobit</th>
<th>CLAD</th>
<th>Tobit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All banks</td>
<td>All banks</td>
<td>All banks</td>
<td>Excl. Danske Bank</td>
</tr>
<tr>
<td>Constant (mDKK)</td>
<td>2,488.3***</td>
<td>3,866.4**</td>
<td>2,451.9***</td>
<td>2,997.1</td>
</tr>
<tr>
<td></td>
<td>(2.9)</td>
<td>(2.1)</td>
<td>(3.8)</td>
<td>(8.3)</td>
</tr>
<tr>
<td>SRISK (mDKK)</td>
<td>0.63**</td>
<td>0.62**</td>
<td>0.45</td>
<td>2.9***</td>
</tr>
<tr>
<td></td>
<td>(2.4)</td>
<td>(2.4)</td>
<td>(10.2)</td>
<td></td>
</tr>
<tr>
<td>Total Assets (bDKK)</td>
<td>−5.8</td>
<td>7.3***</td>
<td>−5.8</td>
<td>−2.2</td>
</tr>
<tr>
<td></td>
<td>(−1.1)</td>
<td>(31.6)</td>
<td>(−1.1)</td>
<td>(−4.2)</td>
</tr>
<tr>
<td>CET1a</td>
<td>−238.7***</td>
<td>−383.4</td>
<td>−230.0***</td>
<td>−317.0</td>
</tr>
<tr>
<td></td>
<td>(−2.2)</td>
<td>(−1.6)</td>
<td>(−3.1)</td>
<td>(−3.5)</td>
</tr>
<tr>
<td>Asset write downb</td>
<td>−0.65</td>
<td>−10.5</td>
<td>−6.4***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(−0.1)</td>
<td>(−0.7)</td>
<td>(−2.6)</td>
<td></td>
</tr>
<tr>
<td>Price-to-booka</td>
<td>1.1</td>
<td>−15.3</td>
<td>−22.0***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1)</td>
<td>(−0.8)</td>
<td>(−5.2)</td>
<td></td>
</tr>
<tr>
<td>ROAAa</td>
<td>284.9</td>
<td>−7.1</td>
<td>296.2**</td>
<td>345.0</td>
</tr>
<tr>
<td></td>
<td>(1.6)</td>
<td>(−0.0)</td>
<td>(2.3)</td>
<td>(6.6)</td>
</tr>
</tbody>
</table>

| Observations | 17 | 17 | 17 | 17 | 16 |
| Log-likelihood | −59.7 | −66.4 | −59.7 | −40.9 |
| RMSEc | 281.6 | 455.8 | 282.3 | 63.8 |

Variable has been multiplied by 100. Coefficient should be interpreted as change in capital injection (mDKK) for change of 1 pct. point.

b In percent of the book value of equity.

c Root mean square error, defined as $\sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2}$, with N being the number of banks and $\hat{y}_i$ being the predicted outcome for bank i.

Note: Capital injections are in mDKK. Numbers in parentheses are t-values. ***, ** and * indicate significance on a 1 pct., 5 pct. and 10 pct. level respectively.

model. The coefficient on SRISK is still significant and (even more) positive in this case. All in all, this suggests that SRISK add information over and above what conventional indicators of banks’ health provide when trying to predict the capital injections under the credit package.

As a robustness check, the estimation has also been performed for the compressed model with the less restrictive CLAD-estimator.\footnote{With the "censored least absolute deviations" (CLAD) estimator it is only assumed that the median of the error term conditional on the explanatory variables is 0, cf. Wooldridge (2010). In contrast, the Tobit-estimator assumes that the error terms are independent of the regressors and normally distributed, which can be a harsh assumption. Given the small sample at hand, it is also difficult to test.} The coefficients are generally in the same range as with the Tobit model. This suggests that the finding of SRISK having predictive power is robust to the assumptions made when using the Tobit model. Finally, the full model has been estimated on a sample excluding Danske Bank, which, by far, is the biggest purely Danish bank. The coefficient on SRISK increases quite a lot and is still highly significant. All in all, the results lead us to conclude that SRISK at the end of 2008 was a good indicator of the subsequent capital injections that took place during the first half of 2009.
4.1.2 What gave rise to changes in SRISK during the financial crisis?

To elaborate on the reason for the capital shortfall during the financial crisis, the evolution in SRISK for Danske Bank (the evolution for the three other financial institutions is illustrated in Figure A.2 in the appendix) is pictured in Figure 4.2 along with the drivers of the change in SRISK. These drivers have been computed by calculating the total differential of SRISK. Note that the market value has been split into the product of the price-to-book ratio \((PB)\) and the book value of equity \((E)\). This is done in order to clearly separate the information obtained from market and accounting data. The parts in bold below are contributions from market data.

\[
dSRISK_{i,t} = k \cdot dD_{i,t} + (1-k) \cdot PB_{i,t} \cdot dPBMES_{i,t} - (1-k) \cdot (1 + LRMES_{i,t}) \cdot E_{i,t} \cdot dPB_{i,t} - (1-k) \cdot (1 + LRMES_{i,t}) \cdot dE_{i,t} \cdot PB_{i,t} + q_{i,t} \]

That is, ignoring the cross-effects\(^{18}\), changes in a firm’s debt, LRMES and market value (stemming from changes in price-to-book and/or book value of equity) can give rise to changes in its SRISK with weights as stated above. All else equal, higher debt or tail-risk (i.e. a more negative LRMES) increases SRISK while a higher market value decreases SRISK.

Note: Capital surplus is defined as \(-SRISK\). The bars indicate the cumulative contributions from the input variables along with the market cross-effect and a residual, ensuring that the sum of the bars at a given point in time equals the change in capital surplus from the start of the period. Monthly observations have been used to calculate the contributions. The market is STOXX Europe 600.

The calculated contributions for Danske Bank are stated in Figure 4.2. From a theoretical point of view, the contributions above should be calculated using data with as high a frequency as possible. However, as we have calculated SRISK on a monthly frequency, the contributions have

\(^{18}\)The market cross-effect depends on the product of changes in the LRMES and changes in the price-to-book value of the firm while the remaining cross-effects depends on changes in the book value of equity.
been approximated using monthly changes in the input variables. Since the residual (which also contains cross-effects) is rather small, we consider the approximation to be reasonable.

Focusing on the change in SRISK for Danske Bank from February 2007 to March 2009 (i.e. from the peak of the capital surplus to the peak in capital shortfall according to SRISK) it appears that changes in the book-to-price ratio and LRMES ("market tail risk") were the main drivers behind the increase in the capital shortfall, cf. Figure 4.2. Specifically, the decrease in the book-to-price ratio, all else equal, contributed with around 65 pct. of the increase in capital shortfall, the increase in LRMES around 25 pct. of the change in debt around 15 pct. of the increase in the capital shortfall, while an increase in the book value of equity actually decreased the capital shortfall with 5 pct., all else equal. That is, market data was behind the main contribution to the change in SRISK, underlining how SRISK is indeed a market-based stress test. Looking at Figure A.2 in the appendix, one clearly sees how market data also explained the main part of the change in SRISK during the financial crisis for Jyske Bank, Sydbank and Nordea.

### 4.2 Calculating SRISK for the entire financial sector

Brownlees and Engle (2015) suggest calculating SRISK for the entire financial sector as

\[
SRISK_t = \sum_{i=1}^{N} \max(0, SRISK_{i,t}),
\]

where \(N\) is the number of financial firms in the Danish financial sector. Equation (13) rests on the idea that financial institutions with capital surpluses will not take over institutions with capital shortfalls in a crisis. That is, capital surpluses cannot compensate for capital shortfalls. The motivation for this is that potential capital shortfalls occur during a crisis, i.e. when the system as a whole is undercapitalized.

![Figure 4.3: Total capital surplus and shortfall for Danske Bank, Jyske Bank, Sydbank and Nordea, 2005-2015.](image)

**Note:** \(-SRISK\) is the negative of SRISK as defined in equation (13). The market is STOXX Europe 600.

According to SRISK, the Danish financial sector (note that the entire capital shortfall of the Nordic bank Nordea is included) would have been undercapitalized under stress in February 2008 when Danske Bank began to exhibit a capital shortfall, cf. Figure 4.3. The shortfall gradually grew until March 2009, shortly after the second bank rescue package (the "credit package") was adopted.
in Denmark. The shortfall decreased (but never became zero) over the following years. With the emergence of the European sovereign debt crisis in 2011, volatility and uncertainty regarding the state of banks and their exposures re-emerged, leading to a sharp increase in the capital shortfall according to SRISK. As Figures 4.2 and A.2 indicate, it was especially changes in the market data that gave rise to the increase in the capital shortfall.

Brownlees and Engle (2015) also suggest calculating the systemicness of a given bank as its share of total SRISK. VLAB\textsuperscript{19} contains a ranking of international financial institutions according to their share of their region’s SRISK. As illustrated, of the purely Danish banks Danske Bank contributed with the main part of the capital shortfall according to SRISK during the financial crisis.

4.3 Capital shortfall prediction intervals for SRISK

So far, we have calculated LRMES using the average bank return conditional on a market decrease of 40 pct. However, one can also calculate ”percentile-LRMES’s” using percentiles from the return-distribution and subsequently using these for calculating SRISK. The results from doing this are stated in Figure 4.4 for Danske Bank.

![Figure 4.4: Capital surplus, prediction interval for Danske Bank.](image)

**Note:** The numbers, 10, 25, 75 and 90 refer to percentiles of the distribution for LRMES. For instance, the 10-line is \(-SRISK\) calculated using the 10th percentile of LRMES with the other input-variables unchanged. The leverage ratio is defined as the market value of equity divided with the value of the quasi-assets. The market is STOXX Europe 600.

As illustrated in the figure, the prediction interval for (minus) SRISK for Danske Bank confirms the picture from earlier, with a capital shortfall during both the Financial Crisis of 2007-09 and during the European sovereign debt crisis. There are two factors explaining the dispersion of the SRISK percentiles. The first being the dispersion in the simulated bank-returns conditional on a market decrease (i.e. the dispersion of the observations in Figure 2.2). The second being the market leverage of the bank, i.e. the share of the market value of equity relative to total quasi assets. This is because LRMES ”matters more” when the leverage ratio is high, as a larger share of the assets will adjust in case of a market decrease. This explains why the prediction interval was quite wide just before the financial crisis and today and also why it was so narrow during the financial crisis, where leverage ratios were extremely low.

\textsuperscript{19}http://vlab.stern.nyu.edu/
4. RESULTS

4.4 Comparing SRISK risk weight with Basel risk weights

Earlier (Section 2.1.8) it was emphasized that only the market’s perception of riskiness of a given financial institution is used in SRISK, no risk weights from either IRB- or standard-methods (“Basel risk weights”) are used. In fact, Acharya et al. (2014) illustrate how a market-based risk weight can be calculated using LRMES. One major advantage of using the market-based risk weights, is that this is derived by looking at the entire portfolio the financial institution has. That is, it takes diversification into account. This is not the case when risk weighting assets using the Basel risk weights, as these are derived in a "bottom-up" manner by considering asset by asset (Acharya et al. (2014)).

The SRISK risk weight can be derived by using that the capital requirement in SRISK is $SRISK_{i,t} \leq 0$, which enables one to write

$$SRISK_{i,t} = k \cdot (MV_{i,t} \cdot (1 + LRMES_{i,t}) + D_{i,t}) - MV_{i,t} \cdot (1 + LRMES_{i,t}) \leq 0$$

$$\Rightarrow MV_{i,t} \cdot (1 + LRMES_{i,t})(1 - k) \geq k \cdot D_{i,t}$$

$$\Rightarrow MV_{i,t} \cdot (1 + LRMES_{i,t}(1 - k)) \geq k \cdot (D_{i,t} + MV_{i,t})$$

$$\Rightarrow MV_{i,t} \geq \frac{k}{1 + LRMES_{i,t}(1 - k)} \cdot A_{i,t} = RW_{SRISK} \cdot A_{i,t}.$$ 

Hence, $RW_{SRISK}$ can be interpreted as a market-based risk weight, in the sense that it measures how much equity (measured at market values) a financial institution should use for financing its assets, when taking its estimated crisis-exposure (LRMES) into account.

It would be natural to compare this SRISK-based risk weight with the Basel II risk weights. In Basel II, the risk weights are calculated to reflect the capital needed to cope with a tail scenario so adverse that it covers “unexpected losses”. Hence, it would be reasonable to compare the SRISK risk weights to the Basel risk weights to evaluate whether there is a common pattern, as the SRISK risk weights also seek to measure risk in an adverse tail scenario. To ensure a proper ground of comparison, only data from after the banks in question moved to IRB-models is considered and the SRISK risk weight is multiplied by $12.5 \cdot 1.06$. Figure 4.5 depicts the average Basel risk weight relative to the SRISK risk weight for each quarter from Q3 2008 to Q3 2015, yielding 29 observations for each of the 4 banks. There appears to be a slightly positive relation between the SRISK risk weight and the Basel risk weights for a given bank, while the relation between the Basel and the SRISK risk weight generally appears slightly negative. That is, banks with higher SRISK risk weights appear to exhibit lower Basel risk weights, while changes in Basel and SRISK risk weights over time for a given bank tend to be in the same direction. Using a far larger sample, Acharya et al. (2014) also finds no cross-sectional pattern between Basel and SRISK risk weights. If anything, they find a negative (although insignificant) relation.

As emphasized above, there appear to be rather large differences between the capital requirement in SRISK and the regulatory capital requirement due to the usage of (IRB calculated) risk weights. This would tend to give rise to a different ranking of institutions in need of capital, when using SRISK (or other market-based measures) compared to balance sheet based stress tests. This is also the conclusion in Acharya et al. (2014) who compare the outcome of several of the balance sheet based stress tests performed by US and European regulatory authorities with that of SRISK.

---

20 Note that a 40 pct. decrease over 6 months in STOXX Europe 600 corresponds to the 0.1 percentile when evaluating from July 1999 to November 2015.

21 This is done to ensure that the SRISK risk weight is somewhat comparable to the Basel risk weights. In the latter case, the capital requirement is multiplied with 12.5 times 1.06 in order to obtain a risk weight (12.5 is the inverse of the minimal capital requirement of 8 pctl.), cf. CRD (2013).
They find no linkage between institutions facing capital shortfalls in SRISK and the stress tests performed by regulatory authorities. Acharya et al. (2014) ascribe this to the fact that regulatory stress tests rely on the usage of the Basel risk weights and that these appear to be uncorrelated with the SRISK risk weights.

In relation to this, Acharya and Steffen (2014b) found that their initial estimates presented in Acharya and Steffen (2014a) of which banks that would need capital under the Comprehensive Assessment did not match the outcome of the Comprehensive Assessment at all. First of all they estimated a total capital shortage using market-based measures that was markedly higher than what was found in the comprehensive assessment. Second, the two tests found that different banks exhibited a capital shortage under stress. Acharya and Steffen (2014b) presented two reasons for these discrepancies, namely that the comprehensive assessment was heavily affected by: "a) discretion of national regulators in measuring what is "capital", and especially b) the use of risk-weighted assets in calculating the prudential capital requirement" (Acharya and Steffen (2014b), p. 4). With point a) referring to e.g. the treatment of goodwill and "deferred tax assets".

4.5 Literature on the empirical performance of SRISK

Using Danish data, it has been illustrated that some major Danish banks, under further stress would have exhibited capital shortfalls already in early 2008. It was also found that SRISK would have been useful in predicting which banks that were to apply for capital as part of the credit package in 2009. Looking beyond the borders of Denmark, several other authors have investigated the performance of SRISK in predicting capital shortfalls and systemic risk.

Using US data, Brownlees and Engle (2015) illustrate how firms such as Freddie Mac, Fannie Mae, Lehman Brothers, Bear Stearns and Morgan Stanley according to SRISK exhibited the largest capital shortfalls under stress as early as 1st quarter 2005. All except Morgan Stanley ceased to exist or underwent a substantial restructuring during the financial crisis. Brownlees and Engle (2015) also use SRISK (along with other explanatory variables) to predict the capital injections performed by the Fed during the financial crisis. They find that SRISK significantly improves the ability to predict the capital injections in the US during the crisis.
Looking beyond the financial crisis, Zhang et al. (2015) investigate the performance of four different market-based measures of systemic risk (including ∆CoVaR and SRISK) during three financial crises: the financial crisis of 2007-09, the Asian crisis of 1997 and the Ruble crisis of 1998. Specifically, they investigate whether the four market-based measures under consideration add any early warning signals over and above the signals obtained using conventional risk drivers. They find that ∆CoVaR was the best market-based systemic risk measure at predicting different measures of realized systemic risk (such as realized covariance risk and realized capital shortfall) during the financial crisis of 2007-09. However, Zhang et al. (2015) did not find ∆CoVaR to consistently forecast realized systemic risk during the Asian and Ruble crisis of the late 1990’s. The only market-based measure found to consistently provide regulators with significant early warning signal during all three crises was SRISK, which they found to forecast realized capital shortfall during all three crises. Adding to this, Acharya et al. (2014) find that SRISK is able to rank the institutions in the EBA stress test of 2011 quite well according to their subsequent realized losses.\textsuperscript{22}

Going further back than the abovementioned crises, Brownlees et al. (2015) use a compiled dataset covering US banks from 1866 to 1925, to evaluate the performance of SRISK and ∆CoVaR during multiple banking crises before the introduction of deposit insurance. The authors find that both SRISK and ∆CoVaR are useful in predicting withdrawals of deposits when these led to financial panics, leading them to conclude that the market-based risk-measures are beneficial to regulators.

In sum, the analyses in this paper as well as in Zhang et al. (2015), Acharya et al. (2014) and Brownlees et al. (2015) suggest that SRISK has been able to forecast capital shortfalls during crises (i.e. systemic risk following the definition of Acharya et al. (2012b)) over a long period of time. This indicates that SRISK is indeed a useful measure for regulators when monitoring the vulnerability of the financial sector.

\textsuperscript{22}These results are stated online in Appendix B to their article, see http://www.sciencedirect.com/science/article/pii/S0304393214000725.
5 Structural GARCH

One issue regarding the SRISK model is the effect of changes to leverage. Assume a bank is hit by two shocks to assets of equal size. In theory, a negative shock results in higher leverage. Higher leverage means a more vulnerable firm. Therefore the second shock should have a greater impact on equity. This is not accounted for in the normal SRISK simulation where 132 positive and negative shocks can change leverage quite substantially. Engle et al. (2014) propose a Structural GARCH model where the volatility of the equity is directly linked to the leverage, meaning a direct link between leverage level at a given time and the impact of a shock.

In the following we briefly describe the model, how it is implemented and provide some results to illustrate the benefits of using the more advanced Structural GARCH model for estimating capitalization under stress.

5.1 Model and assumptions

The objective is to derive a formula for the equity returns that takes the leverage of the firm explicitly into account. Hence, equity returns should be a function of return on assets and the leverage at a given time. Asset returns do not translate directly into equity returns since debt holders also have a claim to the assets of the firm. I.e. leverage should be accounted for.

To achieve such a model, the starting point is the default model of Merton (1974). Consider a company with one type of equity and a single debt post. The equity is valued as a call option on the assets. The strike is the nominal value of the debt and the expiry is the maturity of the debt. That is, the equity value is based on a call option pricing function

\[ E_t = f(A_t, D_t, \sigma_{A,t}, \tau, r_t), \]  

(14)

where \( E_t \) is the value of equity, \( f \) is a call option pricing function, \( A_t \) asset value, \( D_t \) nominal value of debt, \( \sigma_{A,t} \) volatility of assets over the remaining life of the option, \( \tau \) time to maturity and \( r_t \) the risk-free interest rate. All variables are at time \( t \). Notice that no assumptions of the exact pricing formula is made.

Since the assets are not observed, it is necessary to make an assumption of the asset evolution. Assets are assumed to follow a diffusion process given by

\[ \frac{dA_t}{A_t} = \mu_A(t)dt + \sigma_{A,t}dB_A(t) \]  

(15)

\[ d\sigma_{A,t}^2 = \mu_v(t, \sigma_{A,t})dt + \sigma_v(t, \sigma_{A,t})dB_v(t), \]  

(16)

where \( B_A \) and \( B_v \) are Brownian Motions with instant correlation \( \rho_t \). Equation (15) and (16) are not very restrictive. Assets can have a time-varying volatility (which can be mean reverting) and the trend can be time dependent. That is, it encompasses most of the classical models.

Now, given the formula for the equity value (equation (14)) and the evolution of assets (equation (15)), the next step is to find the evolution in equity value. The change in equity value over (a small change in) time can be found by the Ito formula. If this change is divided with the starting value, the result is a return - exactly the goal of this exercise.

Step 1 is to use the Ito formula on the equity value. When using Ito's formula on equation (14) we assume that the call option pricing function, \( f \), is homogeneous of degree one and twice
continuously differentiable\textsuperscript{23} to get
\[
\frac{dE_t}{E_t} = \frac{\partial f}{\partial A_t} dA_t + \frac{\partial f}{\partial \sigma_{A,t}} d\sigma_{A,t} + q_t dt
\]
\[
= \frac{\partial f}{\partial A_t} A_t D_t dA_t + \frac{\partial f}{\partial \sigma_{A,t}} \frac{1}{E_t} d\sigma_{A,t} + q_t dt
\]
\[
= \Delta_t \frac{A_t}{D_t} d\frac{A_t}{E_t} + \nu_t \frac{\sigma_{A,t}}{E_t} d\sigma_{A,t} + q_t dt.
\] (17)

Higher order terms are denoted by $q_t$. Notice that the higher order terms only depend on the change in time since asset value and volatility are driven by two Brownian Motions.

The option delta and vega defined by
\[
\Delta_t = \frac{\partial f}{\partial A_t} \quad \text{and} \quad \nu_t = \frac{\partial f}{\partial \sigma_{A,t}}
\]

have been used in the equation.

Step 2 is to find the change in asset volatility by first applying Ito’s formula on $\sqrt{\sigma_{A,t}^2}$ and then inserting equation (16) to find
\[
d\sigma_{A,t} = \frac{1}{2} \cdot (\sigma_{A,t}^2)^{-1/2} d\sigma_{A,t}^2 + \frac{1}{2} \cdot \left( -\frac{1}{4} \right) \cdot (\sigma_{A,t}^2)^{-3/2} (d\sigma_{A,t}^2)^2
\]
\[
= \frac{1}{2} \sigma_{A,t}^{-1} [\mu_{\sigma} dt + \sigma_v dB_v] - \frac{1}{8} \sigma_{A,t}^{-3} \sigma_v^2 dt
\]
\[
= \left[ \frac{\mu_v}{2\sigma_{A,t}} - \frac{\sigma_v^2}{8\sigma_{A,t}^3} \right] dt + \frac{\sigma_v}{2\sigma_{A,t}} dB_v.
\] (18)

Notice that the dependence of e.g. $\sigma_v$ on time, $t$, and volatility, $\sigma_{A,t}$, has been neglected.

Inserting (18) into (17) and collecting the terms yields an expression for the evolution of the equity value
\[
\frac{dE_t}{E_t} = \left[ \Delta_t \frac{A_t}{D_t} \mu_A + \nu_t \frac{\sigma_v}{2\sigma_{A,t}} \right] + \Delta_t \frac{A_t}{D_t} \sigma_{A,t} dB_A + \frac{\nu_t \sigma_v}{E_t 2\sigma_{A,t}} dB_v.
\] (19)

A long formula with a lot of terms, but two assumptions make it a lot easier to handle.

First, the average daily returns are near zero, therefore one could assume that
\[
= \Delta_t \frac{A_t}{D_t} \mu_A + \nu_t \frac{\sigma_v}{2\sigma_{A,t}} \left( \frac{\mu_v}{2\sigma_{A,t}} - \frac{\sigma_v^2}{8\sigma_{A,t}^3} \right) + q_t \approx 0.
\]

That is, we can ignore the drift and simply work with the demeaned returns.

Second, any reasonable model must have a mean reverting volatility with a speed considerably higher than the time to maturity. Therefore, the expected volatility over the life of the option is nearly constant, implying that the vega is approximatively zero\textsuperscript{24}. I.e. it is reasonable to assume
\[
= \frac{\nu_t \sigma_v}{E_t 2\sigma_{A,t}} dB_v \approx 0,
\]

\textsuperscript{23} It is assumed that the time-to-maturity, $\tau$, and interest rate, $r_t$, is constant (on very short horizons).

\textsuperscript{24}See Engle et al. (2014) for a more detailed analysis including examples of stochastic volatility and jump models where the approximation is okay.
and ignore this term in equation (19).

Using these two assumptions/approximations we can reduce equation (19) to

$$\frac{dE_t}{E_t} = \Delta_t \frac{A_t}{D_t} \frac{D_t}{E_t} \frac{\sigma_{A,t}}{D_t} dB_A.$$  

This formula says that the change in equity value stems from changes in assets (asset shocks via $dB_A$). The scaling factor can be written in a different form which will (primarily) depend on the leverage of the firm. Rewriting the scaling factor to be a function of leverage is the final step.

The underlying of the call option is the asset-to-debt ratio. Assuming that the option pricing function is invertible\(^{25}\), the asset-to-debt ratio can be found by

$$\frac{A_t}{D_t} = f^{-1} \left( \frac{E_t}{D_t}, 1, \sigma_{A,t}, \tau, r_t \right) := g \left( \frac{E_t}{D_t}, 1, \sigma_{A,t}, \tau, r_t \right) = g_t.$$  

Finally, define the Leverage Multiplier (LM) by

$$LM \left( \frac{E_t}{D_t}, 1, \sigma_{A,t}, \tau, r_t \right) := \Delta_t \cdot g_t \cdot \frac{D_t}{E_t}.$$  

Hereafter it will simply be denoted $LM_t$.

By examples Engle et al. (2014) show that the leverage multiplier is greater than one and strictly concave in leverage. I.e. higher leverage results in a higher LM as illustrated in Figure 5.1. The equity-debt transfer and option theory (remember equity is considered a call option on the assets) can provide some degree of intuition on the shape of the LM curve.

If the firm has no debt then asset shocks translate directly to equity shocks since there are no debt holders to take some of the gain or loss. I.e. the LM curve has its origin at one. Alternatively, one can think of the equity as a call option with strike zero, i.e. the option value is equal to the value of the underlying.

When the leverage is low, a negative asset shock is bad news because it lowers the (otherwise high) probability of the option expiring in-the-money, and therefore the next shock becomes even more important. If leverage is very high, a negative or positive asset return does not make a lot of change on the importance of the next shock (all shocks are important) because the option most likely will expire out-of-the-money anyway. That is, the LM curve is increasing and concave.

Unfortunately, the calculation of LM is based on a pricing function, $f$, which must be specified. The Black-Scholes-Merton model is a possible choice. A relatively simple model that is easy to handle and possible to invert (numerically). Unfortunately, it is not a good model - it has some basic flaws such as constant volatility, no jumps etc. These obstacles will be handled in the final specification.

To summarize, the return at time $t$ is found by

$$\frac{dE_t}{E_t} = LM_t \sigma_{A,t} dB_A.$$  \hfill (20)

From equation (20) it is clear that volatility (at time $t$) is given by

$$\text{vol}_t \left( \frac{dE_t}{E_t} \right) = LM_t \sigma_{A,t}.$$  \hfill (21)

From these two equations a discrete model is formulated. The evolution in the equity value depends on the leverage, the volatility of assets and the change/shocks in assets.

---

\(^{25}\)A reasonable assumption since the price must be monotonically increasing in the value of the underlying.
5. STRUCTURAL GARCH

5.1.1 Discretization

The model consisting of equations (20)-(21) must be discretized such that it can be used on daily returns. To do this a number of assumptions must be made.

The leverage multiplier is by assumption based upon a Black-Scholes-Merton model, but to avoid the troubles of this simple model, the multiplier is raised to the power of $\phi$. By choice of $\phi$ a number of different (models) leverage multipliers are replicated: jump models, stochastic volatility etc\(^{26}\). The idea is that no model assumptions are made a priori - the data is allowed to speak freely as $\phi$ is fitted as a parameter when estimating the model.

Further, the return on equity is basically the return on assets scaled by the leverage multiplier. The volatility of the asset returns are assumed to follow a $GJR(1,1)$ model. In sum, the model is driven by asset shocks which translate into equity shocks through a (leverage) multiplier.

The entire discretized model look as follows

\[
\begin{align*}
    r_{E,t} &= LM_{t-1} r_{A,t} \\
    r_{A,t} &= \sqrt{h_{A,t} \varepsilon_{A,t}}, \quad \varepsilon_{A,t} \sim D(0,1) \\
    h_{A,t} &= \omega + \alpha \left( \frac{r_{E,t-1}}{LM_{t-2}} \right)^2 + \gamma \left( \frac{r_{E,t-1}}{LM_{t-2}} \right)^2 \mathbb{1}_{r_{E,t-1} < 0} + \beta h_{A,t-1} \\
    LM_{t-1} &= \left[ \Delta_{t-1}^{BSM} \times g^{BSM}(E_{t-1}/D_{t-1}, 1, \sigma_{A,t-1}^f, \tau) \times \frac{D_{t-1}}{E_{t-1}} \right]^\phi.
\end{align*}
\]

The set of parameters to be estimated is $\{\omega, \alpha, \gamma, \beta, \phi\}$. Besides the parameters there are a few inputs missing which are dealt with separately.

---

\(^{26}\)See Engle et al. (2014) for a detailed examination.
The model has the amplification of shocks via the leverage multiplier which scales shocks according to the leverage. The leverage effect - negative shocks have larger effect than positive shocks because they result in higher leverage - is implemented via the asymmetry ($\gamma$) in the asset volatility, $h_{A,t}$, specification.

It should be emphasized that the leverage multiplier does not discriminate between positive and negative shocks, it simply tells that the effect of a shock depends on the leverage ratio. That is the impact of the shock is affected by how weak or risky the firm is.

5.2 Fitting the model

The model fit is based upon a maximization of the log-likelihood function taking as additional inputs the time to maturity, volatility of assets and the risk-free interest rate. These inputs to the leverage multiplier of equation (25) are discussed below.

5.2.1 Time to maturity

Assuming there is a single time of maturity of the debt, $\tau$, is a simplification. In practice, there are several kinds of debt with different face values, maturities, seniority etc. But in this model they are all treated as a single debt post. The question is how to determine $\tau$? The easy solution (and the one employed) is to fit it using the log likelihood. In the implementation models with $\tau \in \{1/12, 1/2, 1, 2, \ldots, 10\}$ are estimated, and the one with the highest log-likelihood is chosen. This of course results in a constant time to maturity, although the type of debt might change in the estimation period. A more realistic solution would be to allow for a changing time to maturity, but since the model is already quite time-consuming to fit we have settled with a constant time to maturity.

5.2.2 Volatility of assets

In the Black-Scholes-Merton formula the asset volatility is constant until the time of maturity. Unfortunately, this is (by construction) not the case in the Structural GARCH and therefore a forecast for the remaining life of the option is used. This forecast is called $\sigma_{A,t-1}^{f}$, and can follow two different specifications. First possibility is a constant (unconditional) forecast of volatility for the remaining time until maturity. Secondly, a conditional forecast based on the GJR model. That is, there is the possibility of a constant or a dynamic forecast of asset volatility. Again, the forecast resulting in the highest log-likelihood is chosen.

5.2.3 Risk-free interest rate

The risk-free interest rate is an abstraction, it is well defined but not observed. One could argue that the best approximation of a risk-free rate in Denmark is the rate on government bonds or alternatively the swap rate which some argue is a more clean risk-free rate, although it do contain counterparty risk. In the implementation the swap rate was chosen, but in practice the two rates are very close, and it only makes a small difference. The swap rates are collected from Bloomberg.
5.2.4 Log-likelihood

Given the additional inputs discussed above the log-likelihood is defined by

\[ L(\omega, \alpha, \gamma, \beta, \phi) := -\frac{1}{2} \sum_{t=2}^{T} \left[ \log(2\pi) + \log(h_{E,t}) + \frac{r_{E,t}^2}{h_{E,t}} \right] = -\frac{1}{2} \sum_{t=2}^{T} \left[ \log(2\pi) + \log(LM_{t-1}^2 h_{A,t}) + \frac{r_{E,t}^2}{LM_{t-1}^2 h_{A,t}} \right]. \]

A numerical procedure is employed to maximize the function. To deal with the risk of finding a local maximum, we start the procedure from 24 different starting points.

5.3 Structural GARCH and SRISK

Once the Structural GARCH model is fitted, it can be used to predict the Long Run Marginal Expected Shortfall. Shocks to assets are now scaled by the leverage multiplier, implying that the daily shocks have a different impact compared to the normal SRISK simulation. The effect of a series of negative shocks is greater and therefore the LRMES is higher when using the Structural GARCH. This way, the intuition of a negative shock giving higher leverage, thereby making the firm more vulnerable is incorporated. A negative shock leads to a rise in leverage. The result is a higher leverage multiplier. The next shock will therefore have a greater impact on the equity value - both for a positive and negative shock.

A series of negative shocks are illustrated in Figure 5.2. The intuition behind the larger effect from the second shock (and onwards) is that a negative shock increase leverage and the leverage multiplier. Therefore a new negative shock will have a larger impact. Note that a series of ten big negative shocks are rather unlikely.

![Figure 5.2: Effect of adding a Leverage Multiplier.](image)

Figure 5.2 (a) illustrates the returns on equity when assets are hit by ten consecutive negative shocks of equal size. If we do not take the effect of leverage into account these shocks translate into a series of equally sized shocks to the equity value. However, the leverage multiplier causes the shocks to grow as leverage gets higher. The evolution in the equity value is illustrated in Figure 5.2 (b). It is worth remembering that this is ten shocks but the LRMES is calculated from 132 shocks. So although it might not seem as much of a difference for the equity value in this example, the LM-effect can seriously alternate the results when simulating the LRMES.

In times without market troubles the leverage is usually low because of a high valuation of equity. Therefore, when simulating a series of negative shocks, it makes a big difference if one accounts for the increase in leverage following a series of negative shocks. Therefore, one would
expect SRISK using Structural GARCH to be higher in good times, but not necessarily in bad times.

5.3.1 Implementation in SRISK setup

The simulation setup described in Section 2.1.7 can almost be replicated but there are some important differences to make. The market is following the same univariate volatility model, but the bank is now supposed to follow the Structural GARCH specification. To incorporate this, the simulation setup must be modified when finding the innovations, variance forecast and equity return.

Shocks to equity stems from shocks to assets. Combining equations (22) and (23) yields

\[ r_{E,t} = LM_{t-1}r_{A,t} \]
\[ = LM_{t-1}\sqrt{h_{A,t}}\varepsilon_{A,t} \]
\[ = \sqrt{h_{E,t}}\varepsilon_{A,t} \]
\[ \Rightarrow \varepsilon_{A,t} = \frac{r_{E,t}}{\sqrt{h_{E,t}}}. \]

These standardized returns are the basis for the simulation procedure, that can be written as

- The equity returns are standardized by the model equity volatility, \( \sqrt{h_{E,t}} \), thereby giving us the asset shocks.
- The correlation between bank asset shocks and market shocks is still modeled with a DCC-model (step 2-5 in the simulation procedure, see Section 2.1.7).
- The variance forecast is based on the Structural GARCH model using equations (24)-(25).
- Given the asset shocks the equity return is calculated using equation (22).
- Step 9 and 10 from the simulation procedure are performed as usual.

Like the normal SRISK the parameters are set to \( k = 0.03 \), \( h = 6 \) months (132 days), \( C = -40 \) percent and 50,000 simulations are performed.

It should be noted, that due to limited debt data for Jyske Bank and Sydbank, these series start in 2005 whereas Danske Bank and Nordea start in 1999. Because of the simulation method, a burn-in period is necessary to get enough datapoints to ensure a meaningful simulation and model calibration. Therefore, approximately two years of returns are used as a burn-in period and no simulations for these years are made. I.e. the SRISK results start approximately two years after data is available.

One should be careful in relying too much on the Jyske Bank and Sydbank results prior to the financial crisis. This is because the simulation procedure is using the historical returns to simulate future returns, but before the financial crisis none of the returns reflected a crisis situation. The normal SRISK use market innovations from 1999 and onward (its univariate bank model does not need information about the book value of debt), and therefore the results are not directly comparable to the Structural GARCH results for Jyske Bank and Sydbank.

For Danske Bank and Nordea the burst of the dot-com bubble in 2000-01 is included in the sample and the sample is the same for both the normal and Structural GARCH simulation. Therefore, the Danske Bank and Nordea results obtained using both methods are appropriate to compare. Nonetheless, all results are illustrated.

In order to undertake the simulation in a descent amount of time, the Structural GARCH is fitted to the entire sample in a preliminary fit. From this fit the parameters, \( \{\omega, \alpha, \gamma, \beta, \phi\} \), are
fixed and used in each simulation. That is, although the volatility and leverage multiplier is only taken for the subsample (from 2000 to the point for which SRISK is simulated), they contain some extra information because they rely on the Structural GARCH parameters fitted over the entire sample.

The univariate volatility model for the market is still estimated for each subsample.

5.3.2 SRISK results

The results are illustrated in Figure 5.3. The normal and Structural GARCH SRISK are depicted for each bank.

![Figure 5.3: Capital need for the selected Danish banks.](image)

An interesting observation is the capital shortfall of Danske Bank in 2003, although it is only for a single simulation which is marginally negative.

Besides this, the results are quite similar to the normal SRISK, but there are some differences.

5.3.3 Differences from normal SRISK

As suspected, the Structural GARCH seems to give rise to lower capitalization, especially in good times.

The Structural GARCH model estimates a capital shortage almost at the same time as the normal SRISK. According to the Structural GARCH model Danske Bank would have had a capital shortage in November 2007 if a shock hit the economy - a little earlier than the normal SRISK which estimates February 2008. However, considering the result for the other banks, it is doubtful
whether the Structural GARCH model significantly improves the early warning signal. Generally, the banks under consideration exhibit a lower capitalization before and between the financial and debt crisis, although the banks still appear well-capitalized in these periods.

![Figure 5.4: Structural GARCH and normal SRISK for Danske Bank.](image)

These points are illustrated for Danske Bank in Figure 5.4. Although it might not seem of much, the difference is typically in the range of 10 to 20 billion Danish kr. Especially in the time before the financial crisis there is a rather big difference. It should be noted that there is a small time asynchrony between the two series due to missing points in the interest rate time series used in the Structural GARCH. This means that the points in time where SRISK is calculated in the normal and Structural GARCH specification differs by a couple of days.

Overall, the picture is as suspected. The difference between the normal and Structural GARCH SRISK was greatest before the crisis and they converged to one another during the crisis. The intuition is that the Structural GARCH takes the higher leverage when realizing negative returns into account in the simulation. That is, the simulation predicts a greater fall in equity and therefore a higher LRMES and SRISK. As the problems start to manifest (up to the crisis) the rise in leverage results in higher volatility. Through this channel the normal SRISK also starts to account for the same extreme events but it does so directly through the higher volatility at the time. At the same time the change in the leverage multiplier following negative shocks decreases as the firm becomes more levered, due to the concavity of the multiplier. In Figure 5.5 the leverage multiplier for Nordea is illustrated. Note that the multiplier depends on the risk-free interest and the volatility forecast and therefore is changing over time as illustrated for for selected dates in Figure 5.5 (a).

In practice the curves are quite similar and for convenience only one is selected when illustrating the effect of changing the debt to equity ratio in Figure 5.5 (b). The first vertical line corresponds to the situation in July 2001. The leverage is relatively low and the leverage multiplier is sited at the left part of the curve. Here the curve is steep and the effect of changes is big - the result is a higher LRMES and SRISK. As the firm becomes more and more leveraged (the next vertical lines correspond to July 2005, July 2008 and December 2008) LM moves up the curve and the curve flattens. With a flatter curve the shocks grow at a lower pace, meaning the Structural GARCH model comes closer to the normal SRISK.

If the bank had a low leverage, the LM would increase a lot following a negative shock, and the
results would be seriously alternated. Structural GARCH SRISK would be substantially different from the normal SRISK although they would still converge to one another if the debt to equity ratio gets high enough. None of the selected banks seems to be situated on the very left part of their LM curve, but if they were, the Structural GARCH would be a big improvement compared to the normal SRISK.

![Figure 5.5: The leverage multiplier for Nordea.](image1)

To sum up, for the four banks considered in this paper, the Structural GARCH only has a modest impact on SRISK. The reason being that the banks in question are highly leveraged throughout the sample period meaning that the LM curve is only rising at a low pace if the debt to equity ratio increases in the simulation of LRMES. The article of Engle et al. (2014) finds that the Structural GARCH improves the predictive power of SRISK in predicting the subsequent capital shortage for Bank of America in the run-up to the financial crisis. Without the actual results from the article we cannot be sure, but it seems that the example of Bank of America has a very low leverage right up to the crisis followed by a rapid increase in the second half of 2008. That is, Bank of America is very likely to have been at the left part of the LM curve. In contrast the Danish banks experienced a slowly rising leverage starting in the first quarter of 2007 followed by a rapid increase in the end of 2008, i.e. the Danish banks quickly moved up on the LM curve. This difference is, in our view, a very likely reason for us not finding an earlier warning signal when using the Structural GARCH model compared to the ordinary SRISK.
6 Conclusion and discussion

In this paper, we have implemented SRISK in a Danish context. SRISK is a market-based stress test that only relies on public data available in real time. SRISK incorporates information not necessarily captured by regulatory stress tests. For instance, SRISK only relies on the market’s perception of risk in a financial institution and not on regulatory risk weights. As illustrated in Section 4.4 these two perceptions of risk can differ markedly. The usage of a different set of information in combination with SRISK being quick and inexpensive to update, imply that we consider it as a good complement to the regulatory stress test already implemented in Danmarks Nationalbank.

Although we have followed Brownlees and Engle (2015) quite closely with respect to the modelling and implementation, we have taken two important departures from their article. First, we use a prudential capital ratio of 3 pct. instead of 5.5 pct. Second, we consider STOXX Europe 600 to be the most appropriate index to use as the ”market”. We believe this is the most suited index for capturing the risks facing the Danish financial sector.

Given these assumptions, we find that SRISK was able to predict the government funded capital injections to Danish credit institutions in 2009 with a relatively high degree of accuracy. Also, we find that SRISK indicated a decreasing degree of capitalization from the late spring of 2007 for the four major banks considered in this paper; Danske Bank, Jyske Bank, Sydbank and Nordea. On this basis, we conclude that SRISK could have been a useful tool for detecting risks in the Danish banking sector before and during the financial crisis. Moreover, studies by other authors find that SRISK has been a good predictor of capital shortfalls during several financial crises, suggesting SRISK could be a relevant measure to monitor going forward as well.

As an extension of the model we have implemented the Structural GARCH of Engle et al. (2014). Although we think it is a good idea to explicitly model the impact changes in leverage has on the capitalization calculated using SRISK, the extension is found to give limited extra information relative to the ordinary SRISK measure on our data set.

One interesting extension not implemented in this paper is the one presented in Engle et al. (2015). They argue that European financial firms are exposed to several factors, such that the shock should depend on more than just one index. They therefore construct a factor model, in which the shock is allowed to depend on the world market (present and lagged), a European market and a local (country) market. This way, effects from the different markets are separated and the simulated shocks in the model can therefore come (and spread) from any of the markets. In turn, this implies that a broader and more relevant set of shocks are incorporated in the model.

Despite of only incorporating shocks from one market (the STOXX Europe 600) in this paper, we believe our results are relatively robust to the choice of market. As illustrated in Figure 6.1, the evolution in LRMES is generally the same independently of whether MSCI World, STOXX Europe 600, Euro Stoxx banks or the Danish mid-cap is used. This implies that the evolution in SRISK in general is independent of the choice of index. However, the level differs between the indices, implying that a different level of SRISK will be obtained. For instance, using the index for Euro Stoxx banks or MSCI World, have generally yielded a lower LRMES than using the Danish mid-cap or the STOXX Europe 600 index. This is because of the lower correlation Nordic banks exhibit with the MSCI World and the Euro Stoxx bank index, indicating that some shocks to these indices have not been relevant for Nordic banks. This could e.g. be US or emerging markets shocks in the case of MSCI World or shocks to troubled banks in the periphery countries in the case of Euro Stoxx Banks.

In sum, the choice of market would not have altered the results in a decisive manner. However, if a factor-model is used to model the shocks, one could incorporate a specific source of shocks, such as real estate exposures by including stocks or indices that are heavily exposed towards this segment.
Figure 6.1: LRMES for Danske Bank, different indices.

This, in our opinion, could be a promising way forward. The reason being, that it would make the SRISK model more specific about potential vulnerabilities in financial institutions, something that is difficult to detect today based on the capital shortfall alone.
## Appendix

Table A.1: Sample of banks used for evaluating Capital injections vs. SRISK.

<table>
<thead>
<tr>
<th>Capital injection (mDKK)</th>
<th>SRISK (mDKK)</th>
<th>SRISK (pct. of quasi assets)</th>
<th>Type I error</th>
<th>Type II error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amagerbanken</td>
<td>1,106</td>
<td>723</td>
<td>2.4%</td>
<td></td>
</tr>
<tr>
<td>Danske Bank</td>
<td>26,000(^a)</td>
<td>73,371</td>
<td>2.1%</td>
<td></td>
</tr>
<tr>
<td>Fionia Bank</td>
<td>790</td>
<td>472</td>
<td>1.5%</td>
<td></td>
</tr>
<tr>
<td>Max Bank</td>
<td>204</td>
<td>64</td>
<td>1.1%</td>
<td></td>
</tr>
<tr>
<td>Spar Nord Bank</td>
<td>1,300</td>
<td>630</td>
<td>0.9%</td>
<td></td>
</tr>
<tr>
<td>Skjern Bank</td>
<td>65</td>
<td>32</td>
<td>0.7%</td>
<td></td>
</tr>
<tr>
<td>Vestjysk Bank</td>
<td>1,438</td>
<td>93</td>
<td>0.4%</td>
<td></td>
</tr>
<tr>
<td>Sydbank</td>
<td>-</td>
<td>348</td>
<td>0.2%</td>
<td>x</td>
</tr>
<tr>
<td>Jyske Bank</td>
<td>-</td>
<td>-1,286</td>
<td>-0.6%</td>
<td></td>
</tr>
<tr>
<td>DiBA Bank</td>
<td>161</td>
<td>-45</td>
<td>-0.7%</td>
<td>x</td>
</tr>
<tr>
<td>Østjydsk Bank</td>
<td>157</td>
<td>-78</td>
<td>-1.4%</td>
<td>x</td>
</tr>
<tr>
<td>Nordjyske Bank</td>
<td>-</td>
<td>-255</td>
<td>-3.2%</td>
<td></td>
</tr>
<tr>
<td>Nørresundby Bank</td>
<td>-</td>
<td>-348</td>
<td>-3.6%</td>
<td></td>
</tr>
<tr>
<td>Ringkjobing Landbobank</td>
<td>-</td>
<td>-670</td>
<td>-3.7%</td>
<td></td>
</tr>
<tr>
<td>Djurslands Bank</td>
<td>-</td>
<td>-246</td>
<td>-3.7%</td>
<td></td>
</tr>
<tr>
<td>Lån &amp; Spar Bank</td>
<td>-</td>
<td>-604</td>
<td>-6.7%</td>
<td></td>
</tr>
<tr>
<td>Grønlandsbanken</td>
<td>-</td>
<td>-332</td>
<td>-8.0%</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) The 26,000 mDKK are the sum of the 24,000 mDKK Danske Bank A/S received and the 2,000 mDKK Realkredit Danmark A/S received under the credit package.

**Note:** Banks have been sorted according to their SRISK in pct. of the quasi value of assets.

**Source:** Bloomberg, SNL, Rangvid et al. (2013) and own calculations.
6. CONCLUSION AND DISCUSSION

(a) Jyske Bank

(b) Sydbank

(c) Nordea

Figure A.2: Capital surplus and decomposition of changes for Jyske Bank, Sydbank and Nordea.

Note: See Figure 4.2 for how the figure has been constructed.
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